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Library Software Packages with Special Reference to LIBSYS-7,
SOUL 2.0, AFW and KOHA: A Study of University Libraries
Falling in Jammu Region

Sudesh Kumar *and Sangita Gupta **

ABSTRACT

Automation and computerization of the libraries have become a crucial factor for achieving the
objectives of the users of the present as well as the future generations. It has also become essential
for the librarians to have inter-connected relationship with the major libraries of the world in order to
facilitate their users with the latest study materials required for their specific purpose.

During the last two decades, we have seen many changes around the world in the field of library and
information Science. Many libraries and information institutions have managed to improve their
capability, efficiency, services and productivity by using the new technologies. This study has been
conducted with the different types of library software packages used in the university libraries falling in
Jammu Region. The main thought behind the study is to provide some basic idea to librarians/policy
makers to help them in selecting the appropriate library software package for their respective libraries/
institutions. Library software packages being used in selected university libraries of Jammu Region
have been taken for the study. Data have been collected from the automated university libraries and
the university libraries that were not automated or that do not use library management software
package are not represented in the study.

Keywords: Library Automation, Libsys-7, Koha, SOUL 2.0, Alice for windows.

Introduction

Library management is the systematic method of managing the entire library collection through a
simple and interactive interface i.e. library management software package. Software is the crucial
component of any computer system. Itis the main constituent that makes the computer to manipulate
data. Software is a set of interlinked programs that determine the processing of the system. Without
suitable software the computer is just a machine. Software is the main boundary between the machine
and the man. Itis responsible for the processing whether numerical or logical. (Anil Singh, 2003)

The Library Management Software Packages creates so many opportunities for librarians to
provide modern and more efficient services to the readers with the help of created database
developed through the library software. The database record is maintained by the library staff with the
help of software packages includes, database creation, data collection, ordering, book selection,
cataloguing, indexing, abstracting, circulation, budgeting, graphical table, annual report, bill passing,
newspaper clipping, OPAC, literature search, due date files, CAS, SDI, document profile, users
profile, periodical acquisition, list of new additions, current contents, etc., and some other online
services as selection of journal, subscription of journal, serial cataloguing, checking missing issues,
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(1) Researcher: A Multidisciplinary Journal



Library Software Packages with Special Reference to LIBSYS-7, SOUL 2.0, AFW
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OPAC for serial, online database, exchange list, budget control, etc., it means software packages
provides many facilities for effective library services which cannot be possible with manual systems.
(Chouksey, 2012)

Library Management Software packages are divided into two types, that is commercial library
management software packages and free/open source library management software packages.
Commercial Software packages are the models where the software is developed by a commercial
unit/body that is typically licensed for a fee to the customer, either directly or indirectly. The commercial
unit often provides support, training, updates and other similar services needed by customers to
efficiently and effectively use that software. The source code of the software may be made available to
certain users of the software through special licensing or through other agreements, but is usually not
distributed to the general public freely, and may not be copied or modified exceptin a manner provided
forin such agreements. (Malla, 2012)

Free/Open source is a software development model as well as a software distribution model,
where the source code of programs is made freely available with the software itself so that anyone can
copy, change, modify and distribute it provided they abide by the accompanying license. In this sense,
open source software differs from the closed source or proprietary software which may only be
obtained by some form of payment, either by purchase or by leasing. The main difference between the
two is the freedom to modify the OSS software. (Atri, 2009)

Objectives of the study
* To evaluate the Library Software Packages being used in University Libraries falling in Jammu
region.
* To compare the different features of the Library Software Packages against some checklist
points.

* To find out the librarians' opinion on the performance of the Library Software Packages in use
and assess their level of satisfaction with the Software and the vendor

Research Methodology

The method used for the current research is analytical descriptive. Both the primary and secondary
sources have been consulted for the completion of the present work. All the Library Software
Packages being used in University libraries falling in Jammu region have been studied and analyzed.
The survey method with questionnaire as a tool has been used to gather primary data from the
Librarians or I/C Librarians of the University Libraries under study and the data so collected from the
survey has been suitably arranged, classified and analyzed.

Analysis
Five university libraries of Jammu Region were surveyed for the present study:
1. Dhanvantri Library, University of Jammu
Directorate of Distance Education Library, University of Jammu
Baba Ghulam Shah Badshah University Library, Rajouri
Sher-e-Kashmir University of Agricultural Sciences and Technology, Jammu

o 0D

Central University of Jammu, Jammu

Science and Technology (2)
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Table-1. The address of the University Libraries and the abbreviations used.
S.No. | Name of the Library Abbreviation | Address
Used

01 Dhanvantri Library, DLJU University of Jammu, Baba Sahib
University of Jammu Ambedkar Road, Jammu, 180006

02 Directorate of Distance DDEJU University of Jammu, Baba Sahib
Education Library University Ambedkar Road, Jammu
of Jammu 180006

03 Baba Ghulam Shah Badshah | BGSBU Rajouri, Jammu, 185131
University Library

04 Shere-e-Kashmir University | SKUAST-J Chatha, Jammu, 180009
of Agriculture Science and
Technology Library, Jammu

05 Central University of cuJ Raya Suchani, Samba (J&K)-
Jammu, Jammu 181143

Table-2. LMS used and the year of Start

S.No. | Name of the Library | LMS used Year of Start

01 DLJU Libsys-7 2004

02 DDEJU Alice for windows(AFW) 2010

03 BGSBU SOUL 2.0 2008

04 SKUAST-J SOUL 2.0 2005

05 CuJ KOHA 2015

After the collection of data, it is found that BGSBU, Rajouri and SKUAST-Jammu are using SOUL 2.0
library management software in their libraries. Dhanvantri library, University of Jammu is using Libsys-
7 software, DDE- University of Jammu is using ALICE for windows and the Central University of
Jammu is using KOHA open source software for library management.

Table-3. Retrospective Conversion
S.No. | Name of the Retrospective Conversion
Institution/Library
01 DLJU 50-60%
02 DDEJU Completed
03 BGSBU Completed
04 SKUAST-J Upto 40%
05 CuJ Completed

Table-3 clearly indicates that DDEJU, CUJ and BGSBU have completed their library retrospective
conversion, DLJU have done 50-60% retrospective conversion of data, whereas SKUAST-J has done
upto 40% retrospective conversion of data.

Further through personal interview with the Librarian/Professional of DLJU, it is found that almost all
the books in DLJU are automated, but the collection in Departmental libraries before 2003 has not
been entered in the database yet. However cataloguing module has been installed in most of the
departmental libraries and retrospective conversion is under process.

)
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Table-4. Value added features
S.No. Features SOUL 2.0 | AFW | LIBSYS-7 | KOHA
01 Content acquisition No No Yes No
02 Content organization and Yes No Yes No
management
03 User interface Yes Yes No Yes
04 System platform No No No No
05 Search facility Yes Yes Yes Yes
06 Storage features Yes Yes Yes No
07 Interoperability Yes No No Yes
08 Standard Compliance Yes Yes No Yes

Table-4 clearly indicates that in SOUL 2.0 software almost all the features are available except the
content acquisition and system platform features which are unavailable in this software. Whereas in
AFW software the features like content acquisition, system platform, content organization and
management and Interoperability are not available, rest all the features are available.

Table-5. Acquisition Module

S.No. | Features SOUL 2.0 | AFW | LIBSYS-7 | KOHA

01 Facilitate easy preparation of Yes Yes Yes Yes
acquisition orders

02 Centralized procurement Yes Yes Yes No

03 Online indenting and approval No No No No

04 Enable correct and up-to-date record | Yes Yes Yes Yes
of orders

05 Facilitate simple accessioning and | Yes Yes Yes Yes
invoice processing

06 Enable to maintain  up-to-date | Yes Yes Yes Yes
vendor database

07 Help in orders preparation Yes Yes Yes Yes

08 Help in sending reminders to Yes Yes Yes Yes
vendors

Table-5, clearly shows that most of the features associated with acquisition module are available in all
the LMS packages under study. Further the study indicates that the feature, online indenting and

approval is not available in any of the LMS packages under study.

Table-6. Cataloguing Module
S.No. | Features SOUL 2.0 | AFW | LIBSYS-7 | KOHA
01 Facilitate Net cataloguing Yes Yes Yes Yes
02 Enable import and export of data Yes Yes Yes Yes
03 Generate and maintain authority file | Yes Yes Yes Yes
04 Support international standards Yes Yes Yes Yes
05 Generate list of new catalogue Yes Yes Yes Yes
records
06 Generate catalogue cards Yes Yes Yes Yes

Science and Technology
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According to the Table-6, all the features associated with cataloguing module are found in all the
library software packages under study.

Table -7. Circulation Module
S.No. | Features SOUL 2.0 | AFW | LIBSYS-7 | KOHA
01 Help in Creating membership Yes Yes Yes Yes

database of different categories with
different parameters

02 Help in Generating patron ID cards | Yes Yes Yes Yes
with required personal details
03 Help in Supporting  automatic | Yes Yes Yes Yes

generation of due date slips and
issue reminders for overdue books

04 Compatibility with security system | Yes Yes Yes Yes
like RFID/Bar Code for self Check
in and Check out
05 Help in automatic generation of fine | Yes Yes Yes Yes
06 Help in stock verification Yes Yes Yes Yes
07 Help in Generating statistical report | Yes Yes Yes Yes

Table-7 shows that the entire important features are present in SOUL 2.0, Alice for Windows and
Libsys-7 software packages.

Table-8. Serial Control Module

S.No. | Features SOUL 2.0 | AFW | LIBSYS-7 | KOHA

01 Help in easy input of serial data for | Yes Yes Yes Yes
check-in

02 Help in easy subscription of new Yes Yes Yes Yes
journal and avoids duplication

03 Help in renewal, cancellati on and | Yes Yes Yes Yes
extension of subscription

04 Help in Keeping records of missing | Yes Yes Yes Yes
issues

05 Help in invoice processing Yes Yes Yes Yes

06 Help in sending automatic reminders | No Yes No Yes
to claim issues that have not been
received

07 Help in search and retrieval facility | Yes Yes Yes Yes

08 Helpin Generating list of serials | Yes Yes Yes Yes
holding

AFW support all the important features associated with the serial control module (Table-8). In SOUL 2.0
and Libsys -7 software packages, all the features are present except the feature listed at serial no. 6.

(5) Researcher: A Multidisciplinary Journal
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Table-9. Online Public Access Catalogue (OPAC) Module
S.No. | Features SOUL 2.0 | AFW | LIBSYS-7 | KOHA
01 Support Multiple Search strategy Yes Yes Yes Yes
02 Support Multimedia access No No Yes Yes
03 Support Filtering Yes Yes Yes Yes
04 Support Sorting Yes Yes Yes Yes
05 Support Patron empowerment No Yes No Yes
06 Support Z39.50 compliant No Yes No Yes
07 Support Multi-lingual access No No No Yes
through Unicode
08 Support Security No Yes Yes Yes
09 Support Full-text retrievals No No No Yes

Table -9 shows that most of the important features are not supported by the SOUL 2.0 software and it
only support the features like, multiple search strategy, filtering and sorting. AFW supports more
features as compared to other software packages; however AFW does not support the features like
Multimedia access, Multi-lingual access through Unicode and full-text retrievals.

Table-10. Software compatibility with MARC 21 and DUBLIN CORE
S.No. Software Compatibility
01 SOUL 2.0 Yes
02 AFW Yes
03 Libsys-7 Yes
04 KOHA Yes

From the Table -10, itis clear that all the software packages under study are compatible with MARC 21
and DUBLIN CORE standards.

Table-11. Compatibility with RFID and Bar Code
S.No. Library Software Compatibility
01 SOUL 2.0 Yes
02 AFW Yes
03 Libsys-7 Yes
04 KOHA Yes

Table-11 shows that, that all the software packages under study are compatible with RFID and BAR
CODE technologies.

Security system plays a very importantrole in the selection of library management software packages.
Today the library software packages are developed in accordance with the in-built security features
like identification of membership, Sensor Gates, theft detection, Stock Verification, etc. Table-12
shows that all the important features associated with RFID and BAR CODE are available in all the
library software packages under study as they are developed in-compliance to the new standards.

Science and Technology (6)
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Table-12. Features supported by RFID and Bar Code
S.No. | Features SOUL 2.0 | AFW | LIBSYS-7 | KOHA
01 Support Self Check-in/check-out Yes Yes Yes Yes
02 Support Stock Verification Yes Yes Yes Yes
03 Sensor gates Yes Yes Yes Yes
04 Support Issue of No due certificates | Yes Yes Yes Yes
05 Users Statistics Yes Yes Yes Yes
06 Support Identification of Yes Yes Yes Yes

membership

Table-13. Provision of Training Facilities by the vendor of the Software
S.No. Library Training Facilities
01 BGSBU Yes
02 DDEJU Yes
03 DLJU Sometimes
04 CculJ No
05 SKUAST-J No

From the Table-13, it is clear that vendor of the library software does not providing training facilities to
the CUJ and SKUAST-J libraries. However the vendor is in contact with the DLJU for sometimes.
Software vendor provides training facilities to the BGSBDU and DDEJU Libraries regularly.

Table -14. Software Updation services by the vendor
S.No. Institution/Library Updation service
01 BGSBU Yes
02 DDEJU Yes
03 DLJU Sometimes
04 culJ No
05 SKUAST-J Sometimes

Table-14 shows that, the BGSBU and DDEJU libraries are getting the software updation service from
the vendor regularly, whereas the SKUAST-J and DLJU libraries are getting the same service

sometimes and not regularly. On the contrary no updation service is provided to the CUJ library.

Table-15. Time required in getting the service engineer

S.No. Library Time Required

01 BGSBU Service engineer not
required

02 DDEJU One month

03 DLJU Two Days

04 CculJ No need of service
engineer

05 SKUAST-J One Week

(7)
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For maintenance and updation of the library software package, the service engineer required
about one month time in DDEJU library, whereas it takes two days in DLJU and one week time
required to get the service engineer in SKUAST-J. There is no need of service engineer in CUJ and
BGSBDU libraries, because according to the librarian of BGSBU and the CUJ, the software package

is least complex to handle and they can manage things in-house.

Table -16. Librarian's satisfaction level about the customer support services
S.No. Institution/Library Level of Satisfaction
01 BGSBU Yes
02 DDEJU Yes
03 DLJU Yes
04 cuJ No
05 SKUAST-J No

The librarians of BGSBDU, DDEJU and DLJU libraries are fully satisfied with the customer support
services provided by the software vendor, whereas the librarians of the CUJ and SKUAST-J are not
satisfied with the same.

Table-17. Librarian's opinion about the LMS in saving the time of the users
S.No. Library J—
01 BGSBU Yes
02 DDEJU Yes
03 DLJU Yes
04 CculJ Yes
05 SKUAST-J Yes

All the librarians of BGSBDU, DDEJU, SKUAST-J, CUJ and DLJU libraries are of the same opinion
thatthe LMS installed have saved the time of the users.

Table-18. Librarian's opinion about the software in saving the time of the Library staff
engaged in housekeeping operations

S.No. Institution/Library Librarian’s opinion
01 BGSBU Yes
02 DDEJU Yes
03 DLJU Yes
04 CcuJ Yes
05 SKUAST-J Yes

All the librarians of BGSBDU, DDEJU, SKUAST-J, CUJ and DLJU libraries are of the same opinion
thatthe LMS installed have saved the time of the library staff.

Table-19. Impact of software on library services
S.No. | Impact BGSBU | DDEJU | DLJU | CUJ SKUAST-J
01 Enhanced user satisfaction Yes Yes Yes Yes Yes
level
02 Increased circulation Yes Yes Yes Yes Yes
03 Save the time of the users and | Yes Yes Yes Yes Yes
staff
04 Enabled self check in/ check | Yes Yes Yes Yes Yes
out

Science and Technology (8)
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According to the librarians of the BGSBDU, CUJ, DDEJU, SKUAST-J and DLJU, the LMS installed
have enhanced user satisfaction level, increased the frequency of circulation, saved the time of the
users and the library staff and also enabled self check-in and check-out.

Table-20. Problems faced in operating the library software
S.No. | Problems BGSBU | DDEJU | DLJU | CUJ SKUAST-J
01 Problem of Slow speed Yes No No No Yes
02 Problem in acquisition No No No No No
03 Problem in cataloguing No No No No No
04 Problem in circulation No No No No No
05 Problem in serial control Yes No No No No
06 Compatibility issue with No No No No Yes
RFID and Barcode system

From the Table-20, itis clear that the libraries of DDEJU, CUJ and DLJU have none of the above stated
problems in operating the LMS, whereas, the library of BGSBU is facing the problem in serial control
and slow speed of the installed LMS. Similarly SKUAST-J is also facing the problem with slow speed of
the software and compatibility issues with the RFID and Barcode technology.

Table-21. Improvementlevelin library services by using the library software
S.No. Institution/Library Improvement level
01 BGSBU Greatly improved
02 DDEJU Greatly improved
03 DLJU Greatly improved
04 CcuJ Greatly improved
05 SKUAST-J Least improved

According to the librarians of the DDEJU, BGSBDU, CUJ and DLJU, the library software installed
have greatly improved the services of the libraries, whereas, according to the librarian of the SKUAST-
J, the library services are leastimproved after the installation of the software package.

Table-22. Satisfaction level after using the software
S.No. | Institution/Library Improvement level
01 BGSBU Neither satisfied nor

dissatisfied
02 DDEJU Strongly satisfied
03 DLJU satisfied
04 culJ Strongly satisfied
05 SKUAST-J Dissatisfied

According to the Table-22, the BGSBU library is neither satisfied nor dissatisfied after using the
software, whereas DDEJU and CUJ are strongly satisfied by the software installed in their library.
DLJU is satisfied and SKUAST-J library is totally dissatisfied by the software installed in their libraries.

(9) Researcher: A Multidisciplinary Journal
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Table-23. Planning of the Institution/Library to shift over to new software
S.No. | Institution/Library Librarian’s opinion New Software
01 BGSBU Yes KOHA
02 DDEJU No
03 DLJU No
04 cuJ No
05 SKUAST-J No

According to the Table-23, the BGSBU is planning to shift over a new software package KOHA (OSS),
whereas there is no such planning of DDEJU, CUJ, DLJU and SKUAST libraries to shift over a new
software package.

Table-24. Recommendations of the software to other institutions
S.No. | Institution/Library | ...
01 BGSBU Yes
02 DDEJU Yes
03 DLJU Yes
04 Ccul Yes
05 SKUAST-J No

According to the Table-24, the BGSBU, DDEJU, CUJ and DLJU libraries have recommended the
software package installed in their libraries to other institutions, whereas the SKUAST-J library does
not recommend the same.

Table-25. Awareness about the Open Source Software and suggestions
S.No. | Institution/Library Librarian’s opinion Suggestion of OSS
01 BGSBU Yes KOHA
02 DDEJU Yes KOHA
03 DLJU Yes KOHA
04 CuUJ Yes KOHA
05 SKUAST-J Yes KOHA

All the libraries are well aware about the Open source Software packages and they all recommended
the KOHA Open source Software package to otherinstitutions.

Table-26. Awareness about the Digital library Management software (DLMS) and
suggestions

S.No. Institution/Library Librarian’s opinion Suggestion of DLMS

01 BGSBU Yes Greenstone, Joomla,

eprints

02 DDEJU Yes DSpace

03 DLJU Yes eprints

04 CUlJ Yes DSpace

05 SKUAST-J Yes Fedora, Joomla, eprints

Similarly all the libraries are well aware about the Digital library Management software (DLMS).
BGSBU library suggest the Greenstone, Joomla and eprints DLMS, whereas DDEJU and DLJU
libraries suggest only Dspace and eprints respectively. SKUAST-J library suggests Fedora, Joomla
and eprints DLMS for automation of the libraries.

Science and Technology (10)
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Findings
- University of Jammu is using Libsys-7 software package for library automation, whereas
BGSBU and SKUAST-J using SOUL 2.0 library software packages for the same. However, itis
also found from the study that DDE and the Central University of Jammu are using Alice for
window and KOHA (OSS) software respectively for their library automation.

- From the study it is found that DDEJU, CUJ and BGSBU have completed their library
retrospective conversion. DLJU have done 40-60% retrospective conversion of data, whereas
SKUAST-J has done upto 40% retrospective conversion of data. Further through personal
interview with the Librarian/Professional of DLJU, it is found that almost all the books in DLJU
are automated, but the collection in Departmental libraries before 2003 has not been entered in
the database yet. However cataloguing module has been installed in most of the departmental
libraries and retrospective conversion is under process.

- All the library software packages under study are compatible with the Bar Code and RFID
technology.

- Thereis no customer support facility for library training and software updation for the SKUAST-
J Library. Moreover, most of the librarians are not satisfied with the software vendor.

- BGSBU- Rajouriis planning to shift over to new open source software i.e. Koha

- The librarians of all the libraries are well aware about the open source software packages and
they all suggested KOHA OSS for library management. Similarly all the librarians are well
aware about the Digital Library Management Software Packages.

- BGSBU library suggest Greenstone, Joomla and eprints Digital Library Management Software
(DLMS) for the library management, similarly DDEJU suggests DSpace, DLJU suggests ePrint
sand SKUAST-J recommended Fedora, Joomla and Eprints DLMS for library management
purpose

Conclusion

From the analysis itis concluded that the LIBSYS-7 software package is more suitable and reliable for

the university libraries. However some libraries are planning to shift over to open source software
packages such as KOHA, which is also considered as the 2nd choice of the libraries after LIBSYS-7.
Further, there is need for proper MOU between the libraries and the software vendor as the software
vendors of the library software packages are not providing the updation and training facilities to the
libraries timely. There is also the need of speedy retro-conversion of the data, as it is found in the
survey that some libraries are yet to complete their automation.
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Diabetes mellitus: Risk factors, Diagnosis and Management, a
Review
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ABSTRACT

Diabetes mellitus is a metabolic disorder affecting almost every part of the body ranging from eyes,
kidneys, nerves, heart and blood vessels. The chronic hyperglycemia in diabetes results from inability
of insulin resistance and insulin deficiency in later stages. Diabetes is approaching epidemic
proportions globally and it is estimated that by the year 2025 about 333 million people shall be
affected. In the coming years, India is expected to become the diabetes capital of the world because of
genetic predisposition, sedentary lifestyle, and western eating habits. Therefore, it is very important
for the population in general to be aware of the risk factors resulting in the development of diabetes.
The awareness about the disease would be helpful for the general public in adopting a healthier
lifestyle so that the onset of diabetes could be prevented or delayed. In the present review, an attempt
has been made to write about the classification, diagnostic criteria, risk factors and the management
of diabetes in a simple way for the general awareness ofthe public. This would further help in reducing
the burden ofthe disease.

Keywords: Diabetes mellitus, Hyperglycemia, Epidemic, Awareness, Risk factors

Introduction

Diabetes mellitus is a complex metabolic disorder characterized by hyperglycemia resulting from
defects in insulin secretion, insulin action or both. The chronic hyperglycemia of diabetes is
associated with long-term damage, dysfunction, and failure of various organs, especially the eyes,
kidneys, nerves, heart and blood vessels (El-Tantawy and Temraz, 2018). Diabetes is associated with
disturbances in carbohydrate, fat and protein metabolism resulting from defects in insulin secretion,
insulin action or both (Misra et al., 2008). The term “Diabetes” is a Greek word first used around 250
B.C meaning “to syphon” which indicates how diabetes rapidly drains fluid from the affected individual.
Diabetes is an epidemic both in developed and developing countries. In the year 2000, there were
about 171 million people above 20 years of age affected with diabetes worldwide (King et al., 1998).
According to the latest estimates the number of people with diabetes worldwide would rise from 382
million in the year 2013 to 592 million by the year 2035 (Forouhi and Wareham, 2014).

Diabetes inIndia

Studies have shown that Indians have a higher predisposition to insulin resistance, type 2
diabetes and coronary artery disease as compared to other ethnic groups (Abate and Chandalia,
2001; McKeigue etal., 1991). Despite lower prevalence of obesity defined by body mass index (BMI),
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Indians have a typical “Asian Indian phenotype” characterized by greater degree of fat deposition
around the belly resulting in increased waist circumference and waist to hip ratio. This central obesity
is considered as one of the major factors contributing to increased prevalence of type 2 diabetes in
Asian Indians (Joshi, 2003) (Ramachandran et al., 1997). Further, Asian Indians have more visceral
fat for any given BMI (Raji et al., 2001). Visceral fat increases the risk of diabetes and hyperlipidemia
by favouring insulin resistance (Chandalia et al., 1999). Thus, Asian Indians are genetically more
prone to insulin resistance and diabetes. Urbanization, resulting in change in lifestyle with improved
transportation facility, reduced physical activity, mental stress and availability of abundant food, is
resulting inincreased prevalence of type 2 diabetes.

Classification

Diabetes is divided into following major classes:-

1)

1)

Type 1 Diabetes mellitus: Type | diabetes (TID) results from the inability of the pancreas to
produce insulin (Bach, 1994). The deficiency results from the autoimmune destruction of the
pancreatic beta cells which may result in a situation which if uncompensated from an external
source may lead to ketoacidosis, coma and death. The rate of destruction of B-cells is quite
variable, being rapid in some individuals and slow in others. Individuals with Type | diabetes
eventually become dependent on insulin for survival and at this stage of the disease, there is no
insulin secretion; therefore this type is also called as Insulin-Dependent Diabetes Mellitus
(IDDM) (Leslie et al., 2006). Markers of immune destruction, including islet cell autoantibodies,
and/or autoantibodies to insulin, and autoantibodies to glutamic acid decarboxylase, are
present in 85-90 % of individuals with type 1 diabetes. The diagnostic criteria for TID include
high blood glucose levels (>125mb/dl) and low plasma insulin levels. Hypoglycaemia is very
commoninTID. Since TID affects mostly children, itis also called as Juvenile onset diabetes.

Type 2 Diabetes mellitus: Type 2 diabetes also known as Non-Insulin Dependent Diabetes
Mellitus (NIDDM) is the most common form of diabetes accounting for 90% of the cases
worldwide and is characterized by inability of insulin action and eventually insulin secretion,
either of which may be the predominant feature (DeFronzo, 1997). Both are usually present at
the time of clinical manifestation of this form. In type 2 diabetes both insulin's inhibitory effect on
liver glucose production and its stimulatory effect on peripheral glucose uptake are diminished.

Gestational Diabetes: Gestational diabetes is the type of diabetes observed during pregnancy.
The condition may or may not persist after pregnancy period is over. Insulin may be used for the
treatment of this form of diabetes. Normal glucose tolerance in early part of pregnancy does not
itself establish that gestational diabetes may not develop later. Individuals at high risk for
gestational diabetes include older women, those with previous history of glucose intolerance,
those with a history of gestational diabetes and women from certain high-risk ethnic groups.

Symptoms and diagnostic criteria of diabetes

The most common symptoms of diabetes include extreme thirst (Polydypsia), hunger

(Polyphagia), frequent urination (Polyuria), along with blurred vision, weight loss, fatigue, general
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irritability. In 1997, an International Committee constituted to re-examine the classification and
diagnostic criteria of diabetes, based on the report of the WHO study group, recommended the
following diagnostic criteria for diabetes:

(a) Fasting Plasma Glucose (FPG): A person having = 126 mg/dl Fasting Plasma Glucose (FPG)
should be considered as diabetic, and one with FPG < 110 mg/dl as normal. The range of FPG levels
between normal and diabetic suggests impaired fasting glucose (IFG).

(b) Oral Glucose Tolerance Test (OGTT): It consists of a Fasting plasma glucose sample; and 2
hour plasma glucose sample value, after a measured dose of glucose. Although, recognized as a valid
way to diagnose diabetes, it was discouraged as a test for diagnostic purpose in clinical practice. Fora
person showing symptoms but normal fasting plasma glucose levels (FPG), Oral Glucose Tolerance
test (OGTT) is recommended. In OGTT, a fasting plasma glucose sample is measured after at least 8
hours of fasting. Then 75 grams of glucose dissolved in 200 ml of water is given. Blood samples are
taken after two hours. Blood glucose level between 140 and 199 mg/dl after 2 hours of drinking the
liquid is described as a form of pre-diabetes called impaired glucose tolerance (IGT) and 200 mg/dl or
above as diabetes after repeating the test next day (Stumvoll et al., 2005). The use of OGTT is helpful
in conditions such as gestational diabetes and in where the fasting blood glucose levels are normal but
the postprandial glucose levels are raised.

Non-Genetic factors associated with type 2 diabetes

Changing lifestyle because of urbanization has resulted in an upsurge of type 2 diabetes in India. The
nationwide prevalence of diabetes in India is 9%, and is as high as 20% in relatively prosperous
southern cities (Shetty, 2012). Urbanization has resulted in a change in lifestyle of the population with
more people leading a sedentary life than ever before. There is also a change in the nutrition pattern
with anincrease in high calorie and fat rich diet. These factors have resulted in obesity which is a major
risk factor for development of type 2 diabetes (Popkin, 1999). Following are the non-genetic factors
associated with diabetes:

(a) Physical inactivity: For decades physical activity has been considered as a cornerstone of
diabetes management, along with diet and medication. Two randomized trials independently
found that approximately 150 min/week of physical activity and diet induced weight loss of 5-
7%, reduces the risk of progression from impaired glucose tolerance (IGT) to type 2 diabetes by
58%, explaining the role of physical inactivity in the development of type 2 diabetes (Tuomilehto
et al., 2001). In a cluster of randomized trial, it was found that diet alone; exercise alone, and
combined diet and exercise were equally effective in reducing the progression from IGT to
diabetes (Pan et al., 1997). The social environment and the modern sedentary behaviour
including sitting during commuting, in the workplace, computer usage, television viewing etc.,
are increasing the physical inactivity and obesity, thereby enhancing the risk of diabetes (Owen
etal.,2010)

(b) Diet: Diet is an important factor in the development of type 2 diabetes. Western dietary pattern
has been associated with a 59 % increased risk of type 2 diabetes. This risk becomes even

higher when combined with low physical activity or obesity (van Dam et al., 2002).
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(c) Smoking and alcohol consumption: Smoking has been considered as an independent risk
factor for the development of type 2 diabetes. It is found that active smoking is associated with a
higher incidence with an adjusted relative risk of 1.44 in the development of type 2 diabetes
based on 25 cohort studies (Willi et al., 2007). Itis believed that smoking increases the general
inflammation and obesity in smokers which leads to insulin resistance and type 2 diabetes
(Berlin, 2008). Alcohol consumption has been linked to type 2 diabetes and is considered as an
important and modifiable risk factor, related to the possibility for type 2 diabetes through its
effect on insulin secretion and sensitivity (Bell, 1996). Low incidence of diabetes is found in
subjects with moderate alcohol consumption; whereas high alcohol consumption is linked to
diabetes, through its effect on obesity (Burke et al., 2007; Wannamethee et al., 2003).

(d) Glucotoxicity and Lipotoxicity: Chronic hyperglycaemia is a cause of impairment of insulin
biosynthesis and secretion. Once hyperglycemia becomes apparent, 3 cell function gradually
deteriorates (Moran et al., 1997); the process known as “Glucotoxicity”. Similarly, free fatty
acids which are essential fuels in the normal state become toxic at excessive levels, known as
“Lipotoxicity” (Unger, 1995). Prolonged exposure of B cells to free fatty acids inhibits glucose
induced insulin secretion (Bollheimer et al., 1998). Free fatty acids inhibit insulin gene
expression and finally induce apoptosis in 3 cells (Shimabukuro etal., 1998).

(e) Obesity: Obesity is a condition where the body fat deposition exceeds the normal limits
resulting in an obese individual. Body mass index (BMI) which is measured as weight in
kilograms divided by height in metres squared (Kg/m2), is a relationship between weight and
height and is considered as an index of obesity. BMI>25 is considered overweight and >30 is
considered as obese. Asian Indians have low BMI as compared to other races but the
association with glucose intolerance is as strong as in many other populations (Ramachandran
etal., 2001; Sayeed etal., 2003; Shera et al., 1999). Despite low BMI, Asian Indians have higher
visceral fat for a given BMI compared to the other ethnic groups which make them more
susceptible towards type 2 diabetes (Snehalatha et al., 1997). The central obesity is an
important risk indicator of diabetes and insulin resistance. Both obesity and type 2 diabetes are
frequently associated and share many metabolic abnormalities, which suggest that they might
also share susceptibility genes (Carmelli et al., 1994). A typical feature of obesity is
inflammation which could result in insulin resistance. Tumor Necrosis Factor (TNF) was
identified as a molecular link between inflammation and obesity when it was observed that this
cytokine is over expressed in adipose tissues of obese rodent model (Hotamisligil et al., 1993;
Wellen and Hotamisligil, 2005). The experimental models have clearly demonstrated that
overproduction of TNF-a in adipose tissue is an important feature of obesity and contributes
significantly to insulin resistance (Hotamisligil etal., 1993; Uysal et al., 1997).

Genetic factors associated with type 2 diabetes

The involvement of genetic factors in diabetes is supported by the facts that; i) the disease
prevalence varies substantially among various ethnic groups e.g., in the Raica community of
Rajasthan the prevalence of type 2 diabetes is almost nil; ii) the disease shows familial aggregation
with a lifetime risk of developing the disease being about 40% in offspring of one parent with type 2
diabetes (Kobberling, 1982), greater if the mother is affected (Groop et al., 1996), the risk approaching
70% if both the parents have diabetes; iii) the concordance of type 2 diabetes in monozygotic twins is
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approximately 70% compared with 20-30% in dizygotic twins (Kaprio et al., 1992; Newman et al.,
1987).

Type 2 diabetes seems to result from several combined gene defects or from the simultaneous action
of several susceptibility alleles or else from the combinations of frequent variants at several loci that
have deleterious effects when predisposing environmental factors are present (Froguel and Velho,
2001). Genetic background plays a critical role in the pathogenesis of type 2 diabetes, while
environment only slightly modifies the picture. In search of type 2 diabetes genes, two major strategies
i.e genome wide scans and the candidate gene approach are used (Doria, 2000; McCarthy and
Froguel, 2002). The genome wide association studies involve no prior assumption but the use of
appropriate laboratory and analytical methods for a statistical indication of the probability of co-
segregation of a disease with a specific chromosomal locus. The presence of a positive indication is
defined as a linkage between a trait under investigation and a given chromosomal location. The
candidate gene approach is much simpler strategy and involves the selection of the gene based on its
biological function i.e. insulin secretion or insulin action (Malecki and Klupa, 2005). Using the above
mentioned approaches at least 250 genes have been studied for their role in type 2diabetes
(DeFronzo, 1997). Insulin Receptor substrate-1 (Almind et al., 1996; Porzio et al., 1999), glucagon
receptor (Hager et al., 1995; Hansen et al., 1996; Lok et al., 1994), sulphonyl urea receptor (SUR)
(Hartetal., 1999), peroxisome proliferators activated receptor -y (PPARG-y) (Hegele et al., 2000) and
peroxisome proliferative activated receptor gamma coactivator 1-a (PGC-1a) (Ek et al., 2001; Hara et
al., 2002) are some of the genes which have shown association with a small percentage of type 2
diabetic subjects in specific populations.

Management

The management of type 2 diabetes include diet and lifestyle modifications. The incidence is
considerably reduced by maintaining a body mass index of 25 Kg/m2, regular exercise, eating a diet
low in saturated fat, trans-fats, glycaemic index and rich in fibre, abstaining from smoking and
moderate alcohol consumption (Chen etal., 2011; Hu et al., 2001; Willi et al., 2007; Yoon et al., 2006).
Type 2 Diabetes can be controlled by lifestyle modification including proper diet and following a strict
and healthy lifestyle (Chiniwala and Jabbour, 2011). If the blood glucose levels are not controlled by
modifications in the lifestyle and exercise, pharmacological intervention is needed.

(a) Diet Intervention and Physical Activity: Prevention trials and observational studies
provide some evidence on the effects of physical activity on risk of diabetes. However,
majority of these studies include both diet and physical activity interventions and isolation of
the impact of physical activity is rarely possible (Smith et al., 2016; Yates et al., 2007).

(b) Pharmacological Agents: The pharmacological agents used for the treatment of type 2
diabetes are in the form of oral hypoglycaemic drugs and injectable agents which are
discussed below:

(I) Biguanides: Biguanides are effective hypoglycaemic drugs that suppress hepatic glucose
production, increase insulin sensitivity and glucose uptake by skeletal muscles (Collier et al.,
2006). Further bigunides also increase fatty acid oxidation (Bruce et al., 2003; Corsini et al.,
1974). The most common example of the bigunides is metformin, also known as
Glucophage.
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Metformin increases peripheral blood glucose uptake mediated through increased
translocation of GLUT4 channels resulting from increased activity of AMP-activated protein
kinase (AMPK) (Kurth-Kraczek et al., 1999; Musi et al., 2002). It results in lactic acidosis and
therefore metformin should be used with caution in elderly diabetic individuals and in
conditions that can cause tissue hypoxia such as stroke, pneumonia, myocardial infraction,
renal impairment and risk of dehydration (Kim et al., 2015) (Haeusler et al., 2014). Metformin
should also be used with caution in weak, underweight and anorexic older individuals
(Brown et al., 2003). Metformin use should be limited in elderly having gastrointestinal side-
effects and in that case extended release formulation should be released to lower the
gastrointestinal symptoms. The risk of developing hypoglycaemia is none to very low
(Chiniwala and Jabbour, 2011).

Insulin Secretagogues: Sulphonylureas (SURs) and Meglitinides are the two classes of
drugs included in Insulin secretagogues. SURs stimulate endogenous insulin secretion in a
glucose independent manner by closing the potassium/ATP channel on the beta cells. This
action leads to depolarization of beta cells with a consecutive rise in intracellular calcium that
triggers insulin release (Gallwitz, 2009). SURs are the mainstay of treatment of diabetes for
last many years in general population due to their efficacy, long experience use and low cost.
SURs are generally well tolerated but there is a high risk of developing hypoglycaemia.
There is an increased risk of about 36% of developing hypoglycaemia in elderly individuals
treated with sulfonylureas compared to younger adults (Neumiller and Setter, 2009; van
Staa et al., 1997). This increased hypoglycaemia risk has been found to be associated with
age-related renal impairment, co-administration of insulin sensitizers or insulin, recent
hospital discharge, age above 60 years, caloric restriction and use of =5 medications.
(Cayea et al., 2007). SURs are hepatically metabolized and excreted renally resulting in
older patients with renal and/or hepatic disease being at a higher risk for SUR associated
hypoglycaemia. The risk of SURs associated hypoglycaemia in ascending order of
likelihood are glimepiride, glipizide, glyburide (Holstein et al., 2001; van Dijk et al., 2017).
Glimipride therefore is considered as the most preferred SUR for older diabetic population.
Glyburide is associated with the higher rates of hypoglycaemia compared to glipizide (Shorr
et al., 1996) and therefore the use of short-acting glipizide should be preferred and long
acting glyburide should be avoided in elderly patients. The Meglitinides popularly called as
glinides (include Repaglinide and Netaglinide) are the second class of insulin
secretagogues that stimulate the release of insulin from beta cells. They are rapid-acting
and have short duration of action (4-6 hours). These medications should be taken before
meals and not be taken if the meals are skipped. The occurrence of hypoglycaemia is
associated with the glinides, but studies show that the incidence of hypoglycaemia is lower
as compared to SUR therapy (Nattrass and Lauritzen, 2000; Papa et al., 2006). The glinides
are therefore preferred in elderly patients with postprandial hyperglycaemia and erratic
eating habbits (Haas, 2005). Repaglinide is excreted via kidneys and mainly metabolized in
the liver and thus dose adjustment is not necessary in patients with renal insufficiency
except with end stage renal disease. Thus, repaglinide can be considered as an initial
therapy in elderly patients with renal impairment in whom metformin and sulfonylureas
cannot be tolerated (Marbury et al., 2000).

Thiazolidinediones: Thiazolidinediones (TZDs) are used as monotherapy or in
combination with sulfonylurea, metformin orinsulin when diet, exercise, and a single agent
do not result in adequate glycaemic control(Neumiller and Setter, 2009). TZD class of drugs
now includes mainly pioglitazone after the restricted use of rosiglitazone recommended by
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Food and Drug Administration (FDA) recently due to increased cardiovascular events
reported with rosiglitazone (Chiniwala and Jabbour, 2011). Pioglitazone use is not
associated with hypoglycaemia and can be used in renal impairement and thus well tolerated
in adults (Chiniwala and Jabbour, 2011). TZDs are generally avoided in patients with
congestive heart failure and are absolutely contraindicated in patients with class Il or IV
heart failure (Nesto et al., 2004). TZDs are also contraindicated in patients with an alanine
aminotransferase level >2.5 times the upper limit of normal (Inzucchi, 2002). Rosiglitazone is
associated with the development of macular edema and should be avoided in older adults
with compromised vision.

(iv) Alpha Glucosidase Inhibitors: a-Glucosidase inhibitors (Acarbose and miglitol) are most

v)

(vi)

effective in the treatment of postprandial hyperglycemia and those consuming high
carbohydrate meals (Cayea et al., 2007; Coniff et al., 1995). a-Glucosidase inhibitors
competitively inhibit those intestinal enzymes which catalyze the degradation of
disaccharides into monosaccharides that are finally absorbed from the small intestine. Itis by
this way, a-Glucosidase inhibitors slow down the absorption of carbohydrate after a meal and
specifically lower postprandial glucose and therefore can be given at any stage (Chiasson et
al., 2003; Hanefeld et al., 2004; Lebovitz, 1997). Their use is avoided because of
gastrointestinal related adverse side effects (i.e. flatulence and diarrhea). Also, caution
should be taken while using a-glucosidase inhibitors in elderly patients taking concurrent
prandial insulin or insulin secretagogues placing patients at an increased risk of
hypoglycemia. A dose <150 mg of Acarbose per day is recommended for underweight
individuals. The use of a-Glucosidase inhibitors is also not recommended in patients with
significant renal impairment. Periodic liver enzyme monitoring is warranted in patients taking
Acarbose (Haas, 2005).

Incretin based therapies: Incretins are gut hormones that are secreted from
enteroendocrine cells into the blood within minutes after eating. These hormones regulate
the amount of insulin secreted after eating and thereby help in disposal of the products of
digestion (Kim and Egan, 2008). There are two incretins, Glucose-dependent Insulinotropic
peptide (GIP); also known as Gastric inhibitory peptide and Glucagon-like peptide-1 (GLP-
1). Both these incretins are rapidly deactivated by an enzyme called Dipeptidyl peptidase 4
(DPP4).

GLP-1 Receptor Agonist: GLP-1 receptor agonist is an incretin based therapy used as an
injectable therapy in type 2 diabetes. These incretin based drugs are meant to be used in
conjunction with other anti-diabetic drugs wherein patients have trouble in maintaining
adequate glycaemic control (Doyle and Egan, 2007). Exenatide is a peptide GLP-1 receptor
agonist that was originally isolated from lizard venom and was the first incretin to be
approved in 2005. Itis resistant to degradation by DPP-4, the major protease that breaks GIP
and GLP-1 and, therefore, is more stable. In comparison to DPP-4 inhibitors, weight loss is
observed in patients treated with exenatide. Exenatide is also effective in lowering HbA1C in
patients who are unable to control it with oral therapy including metformin, sulfonylureas as
well as insulin. Therefore, exenatide is advantageous for patients where hypoglycaemia is to
be avoided and increased body weight as with insulin therapy is not desirable (Gallwitz,
2009). Liraglutide is another GLP-1 agonist drug, developed in 2010 thatis more stable and
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has the advantage of once daily dosing using a prefilled pen. The most common side effects
of both incretin based drugs are nausea, vomiting and diarrhea, occurring in 10-40% of the
treated patients (Buse et al., 2004; Neumiller and Setter, 2009).

(vii)

(viii)

(ix)

()

Dipeptidyl Peptidase-4 Inhibitors: Dipeptidyl peptidase-4 (DPP-4) inhibitors inhibit the
enzyme dipeptidyl peptidase IV, which cleaves and inactivates incretin hormones
glucagon-like peptide 1 (GLP-1) and gastric inhibitory polypeptide; also known as
Glucose-dependent Immunotropic peptide (GIP). These hormones are postprandial
secreted by endocrine cells in the intestine and stimulate insulin secretion in a glucose-
dependent manner (Cayea et al., 2007). They contribute to ~70% of the postprandial
insulin secretion. DPP-4 limits the half life period of the above mentioned hormones in
only a few minutes after the meal (Gallwitz, 2006). Therefore, DPP-4 action helps in
increased secretion of insulin under hyperglycaemic conditions. It also suppresses
glucagon secretion and thus lowers hepatic glucose production (Holst, 2006). It further
slows gastric emptying and increases satiety.

Pramlintide: Pramlintide is a synthetic amylin analogue that is administered
subcutaneously with insulin and is available as a stable injectible product available for
clinical use as Symlin (Thompson et al., 1998). Amylin is a polypeptide that is secreted
along with insulin from pancreatic beta cells and has glucose lowering effects in animals
and humans (Young, 2005). Amylin suppresses endogenous glucagon production,
consequent reduction of postprandial hepatic glucose production. Amylin secretion is
dimished or absentin diabetes patients (Hieronymus and Giriffin, 2015).

Insulin: The use of insulin alone or in combination is associated with high risk of weight
gain and hypoglycaemia, and therefore, it is utilized with caution in elderly because of fear
of hypoglycaemia (Lau et al., 2012). Despite the risk of hypoglycaemia and related events
with insulin therapy, most patients with type 2 diabetes eventually require insulin because
of irresponsiveness to oral anti-diabetic drugs, loss of beta cell function and the need to
meet individualized glycaemic goals (Rosenstock, 2001; Vischer et al., 2009). Precaution
should be taken for insulin therapy in older adults because it can lead to hypoglycaemia.
The initiation of the use of insulin therapy should be accompanied by proper blood
glucose monitoring several times a day to avoid hypoglycaemia. A variety of long and
short acting insulin formulations are available that can be used alone or in combination
with oral agents. The long acting insulin, glargine and insulin determir are associated with
less nocturnal hypoglycaemia than a moderate acting neutral protamine Hagedorn (NPH)
insulin (Cayeaetal., 2007).

Bile Acid Sequesterants: Bile acids are amphipathic water soluble steroid-based
molecules having an important lipid-solublizing role in the assimilation of fat. Recently, the
glucose lowering role of bile acids via secretion of gut-derived incretin hormone glucagon-
like peptide-1 (GLP-1) has been demonstrated (Karhus et al., 2017). Patients with type 2
diabetes generally develop dyslipidemia characterized by elevated triglycerides (TG),
decreased HDL-cholesterol and increased LDL-cholesterol. In addition, bile acid and
glucose homeostasis is linked and therefore bile acid sequestrants may improve glycemic
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control via alterations in the bile acid pool (Staels and Kuipers, 2007). Colesevelam
hydrochloride is a specifically engineered bile acid sequestrant that reduces LDL-
Cholesterol concentrations in patients with hypercholesterolemia (Insull, 2006; Staels
and Kuipers, 2007; Zieve et al., 2007). One of the bile acid sequestrant, cholestyramine
has been found to be very effective in decreasing the HbA1c levels in T2D patients (Garg
and Grundy, 1994).

Conclusion

Diabetes is a major health issue associated with considerable morbidity. Educating the population is
the key to prevent and control this emerging epidemic worldover. Type 1 diabetes management
mainly include insulin therapy whereas the management of type 2 diabetes require a combination of
physical workout, oral hypoglycaemic drugs and insulin. Glycaemic management should include a
careful consideration of adverse effects of drugs, drug-drug interaction and the risk of hypoglycaemia.
Older patients often have renal and/or hepatic complexities and making selection of the appropriate
drug is a challenging job. The overall focus is to improve the quality of the life, reduce the risk of
hypoglycaemia and diabetes related complications in the patients suffering from diabetes.
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Characterization of Picea smithiana (Wall.) Boiss essential oil
and its antibacterial effect against clinically isolated

Staphylococcus aureus from pus sample
Ajay Kumar*, Sahil Gupta**, Shashi S. Sharma*** and Madhulika Bhagat****

ABSTRACT

The increasing resistance of microorganisms to conventional chemicals and drugs becoming a
serious concern worldwide has prompted research into the identification of new antimicrobials with
broad activity. In the present study essential oil of Picea smithiana(needles) was explored for
antimicrobial potential. The GC-MS analysis of the essential oil indicated the presence of high content
of monoterpene compounds such as a-pinene (38.82%), B-pinene (7.41%), Camphene (7.75%) as its
major components, while examining for antibacterial activity against eight reference strain, growth
inhibition in range 14 to 7 mm was observed against most of the reference strain used in the study.
Further, strong antibacterial potential of essential oil against an opportunistic pathogen S. aureus
(isolated from the clinical pus samples) was observed with minimum inhibition concentration (MIC)
0.125 ug/mi, the effect of positive controls that were used against pathogen S. aureus in the hospitals
were found less effective in comparision to the essential oil tested. Thus, results indicate essential oil
of Picea smithiana (needles) have potential as antimicrobial and might be exploited as natural
antibiotic for the treatment of infectious diseases.

Keywords: GC-MS, Picea smithiana, essential oil, antibacterial, clinical pathogen

Introduction

Antimicrobial resistance is becoming one of the most serious public health threats that results
mostly from the selective pressure exerted by antibiotic use and abuse [1]. According to the World
Health Organization (WHO) infectious diseases are the second cause of death around the world and
the deaths are expected to rise 83 million in 2050 [2]. The fast advancement and spread of obstruction
among clinically critical bacterial species have been watched as of late because of abuse of the anti-
microbials, prompting shortened impacts of existing antimicrobial agents [3,4]. Subsequently, the
helpful alternatives for the treatment of diseases have turned out to be constrained or even
inaccessible. In this way, it is important to develop new substitute compounds to diminish the issue of
the microbial resistance.

Plants produce an enormous array of functional relevant secondary metabolites
(phytochemicals) like alkaloids, terpenoids, flavonoids, phenols, saponins etc., that are responsible
for exhibiting diverse array of therapeutic properties[5,6]. Essential oils (also known as volatile oils)
are products of the secondary metabolism of aromatic plants and have been traditionally used as well
as explored in recent times and also exploited to investigate their potential role for efficacy to combat
the problems of antibiotic resistance in bacteria [7].
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Picea smithiana (Wall.) Boiss (Family: Pinaceae) locally known as Indian Spruce, Morinda
Spruce or Sal, is found at an altitude of 2400-3600 m of Himalayan range. It is an evergreen tree,
growing to 30 m (98ft) by 6 m (19ft) at a slow rate, having cone shaped crown of pendulous branchlets
(pale dark brown to pale gray), bark are brownish in color, breaking into asymmetrical plates, leaves
are slender, curved and spreading radially in forward direction whereas seed cones are green,
maturing brown, lustrous, cylindric also with dark brown seeds. The species is monoecious (individual
flowers are either male or female, but both sexes can be found on the same plant) and are pollinated
by wind. This plant cannot grow in the shade. It prefers moist soil, tolerates strong winds but not
maritime exposure. It cannot tolerate atmospheric pollution. Commercially, used as timber for
construction (bark is very water resistant and is used for roofing and making water troughs),
used in the pulp industry to make paper, as fuel (yields a fairly good charcoal). Sometime used as
emergency food when rest is failed, as food additive inner bark - dried, ground into powder to thicken
soups etc., or added to cereals when making bread food. The young cones are utilized for flavoring.
Essential oil of the plant is used for fragrance purposes, especially as room spray, deodorants. [8] In
the present study, characterization and antimicrobial potential of the essential oil of Picea smithiana
(needles) against clinically isolated S. aureus from pus abscess would be evaluated.

Methodologies

Collection of Plant material was done from Chattergala, Bhaderwaha, Jammu region and it was
identified by taxonomist of Department of Botany, University of Jammu, Jammu (J&K), and allotted
Accession no is 14613. Essential oil was isolated from hydro-distillation method on Clevenger type
apparatus. Isolated oil was dried over anhydrous sodium sulphate and stored at low temperature for
further use.

GC-MS analysis

Characterization of essential oil was carried out at Indian Institute of Integrative Medicine (CSIR,
India), Canal Road, Jammu, India. Standard protocol as described in literature was followed and
components were compared by contrasting their mass spectra and those of NIST05 (version 2.0)
library [9, 23].

Antibacterial assay

Initial screening for antibacterial activity was carried out by agar well diffusion assay against Gram
positive (four) and Gram negative (four) strains. In this method nutrient agar (20ml) was inoculated
with 100 pl bacterial suspension (108 CFU/mI) and poured in sterilized petri plate. Essential oil (20ul)
dissolved in DMSO was added into each well (6mm) and kept for incubation at 37°C for 24h. Data was
compared with Chloramphenicol (10 pg) as positive reference [10,23].

Isolation and antibacterial effect of essential oil against pus clinical isolates

A total of 10 bacterial isolates which include Staphylococcus aureus (n=10) from human skin
lesion (pus cultures) were isolated in the Department of Microbiology, Govt. Medical College, Jammu,
India. Pus samples from patients were cultured on Nutrient agar for the recovery Staphylococcus
aureus. Antibacterial activity of essential oil was carried out by agar well diffusion method. Sterilized
Mueller Hinton agar (20ml) were poured in the petri-plate and inoculated with 100ul bacterial
suspension whose turbidity was compared with 0.5 Mc Farland standard. Essential oil mixed with
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DMSO in the ratio of 1:1 in the quantity of 20ul was loaded in the wells. Four different types of
antibiotics were used as positive reference. The plates then incubated at 37 Oc for 24 hour. Microbial
growth was then determined by measuring zone of inhibition and further minimum inhibitory
concentration (MIC) was calculated.

Results and discussion

Increasing resistance of pathogens toward antibiotics remains the major threat to public health as
it leads to the reduced affectivity of antibiotic treatment in clinical scenario. The chemical drugs
available possess the serious side effects to the individuals, hence use of plant based products as
remedy against various infections remains the choice treatment in modern world. Likewise, there are
numerous conceivable favorable circumstances of natural products as antimicrobial compounds, for
example, less antagonistic impacts, better patient resilience, moderately economical, sustainability
and biodegradability [11,19,20]. This study was planned to evaluate such potential of a high altitude
plant Picea smithiana (needles) essential oil as probable source of antimicrobial infections. Here,
essential oil was obtained by hydro-distillation of Picea smithiana (fresh needles) that yielded 0.77%
of pale yellow colored essential oil. Total twenty seven compounds were identified by Gas
Chromatography and Mass Spectrometry (GC-MS), majority of compounds were monoterpenes in
essential oil, with a-pinene as major compound (38.01%) followed by B-pinene (7.32%), camphene
(6.91%), B-phellandrene (5.35%) etc. (Table 1). These results were in concurrence with Sharma and
coworker where they also found high extent of monoterpenes in P. smithiana essential oil [12]. Further,
effectiveness as antibacterial agent of P. smithiana essential oil was initially measured against various
bacterial strains (Four Gram positive and four Gram negative bacteria) procured from MTCC,
Chandigarh (Table 2) as reference. Here, strong inhibition of growth (upto10 mm zone of inhibition)
was observed against Bacillus subtilis, Pseudomonas alcaligenes and Staphylococcus aureus and
moderate activity against Campylobacter coli, Enterococcus fecalis, Pseudomonas aeruginosa,
Bacillus cereus and Alcaligenes denitrificans was observed (Table 2). The microcidal activity was also
observed by several species of Picea viz., essential oil of Picea abies demonstrated antibacterial as
well as anti-candida activity, while Picea excelsa essential oil showed antibacterial potential against
Listeria ivanovii, Listeria monocytogenes and Staphylococcus aureus[13, 21].

Effective results was observed from P. smithiana essential oil as antimicrobial agentin laboratory
setup against reference strain procured by MTCC, this lead us to find its potential as antibacterial
agent against the clinically isolated pathogenic strain Staphylococcus aureus by skin abscession
(pus). Staphylococcus aureus a Gram-positive bacterium pathogen colonizes in skin, nails and further
disseminate among recipient host populations via physical contact and aerosols. Treatment against
Staphylococcus remains an open challenge that leads to origin opportunistic infection of skin and soft
tissue abscesses (Pus formation) in open wound. The massive consumption of antibiotics had
contributed to develop the resistance of Staphylococcus aureus and ultimately to overcome the
MRSA[14,22]. Hence, keeping in view the seriousness of the issue Picea smithiana essential oil was
evaluated for its effectiveness against clinically isolated Staphylococcus aureus from pus abscesses.
The essential oil found to be very effective with MIC value of 0.125 pl/ml, whereas same isolated strain
of Staphylococcus aureus was found to be resistant against several of antibiotics (Table 3). The
effectivity of Picea smithiana essential oil may be due to several phyto-constituents presentinit, these
constituents have earlier also demonstrated antimicrobial activity for example, a-pinene [15], B-
pinene [16], B-phellandrene [17] are well known for their antimicrobial potential thus, validating
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the use of exudates from this plant to treat burns, wounds, and infections. Not only the major
constituents but these activity may also be correlated to other minor components that might either
underline or even increase the activity of the major chemical constituents present in the essential oils
in synergistic mechanism. [18] However, in vitro studies on the essential oil of Picea smithiana as
potent antimicrobial agent is established and that may be related to the various phyto-constituents but
the exact mechanism through which Picea smithiana exert their antimicrobial activity is not clear and
should be further investigated.

Conclusion

Essential oil of Picea smithiana needles showed significant inhibitory activity against wide range of
bacterial strains as well as clinically isolated pathogenic strain Staphylococcus aureus by skin
abscession (pus). Presence of high content of a-pinene and -pinenein in essential oil may be
considered as possible sources for the development of new antimicrobial agents, and can be explored
in synergy with currently available antimicrobials.
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Table 1. Chemical composition of Picea smithiana essential oil with their
respective amount
S.no. Name of the compound Nature of the compound Amount (%)
1 Santene Monoterpene 1.91
2 Alpha pinene Monoterpene 38.82
3 Camphene Monoterpene 7.75
4  Beta pinene Monoterpene 7.41
5 Alpha-phellandrene Monoterpene 3.15
6  Alpha terpinene Monoterpene 0.5
7  Para cymene Monoterpene 0.68
8 Limonene Monoterpene 3.8
9  Beta phellandrene Monoterpene 6.35
10 Terpinolene Monoterpene 0.83
11 S-isopropyl-2-methylbicyclo[3.1.0] hexane- 2, 3- diol Monoterpene 3.17
oxygenated
12 Alpha terpineol monoterpene 0.48
oxygenated
13 p-menth-2-en-1-o0l monoterpene 2.75
oxygenated
14 Trans-piperitol monoterpene 1.4
oxygenated
15 Geranylformate monoterpene 0.72
oxygenated
16  Piperitone monoterpene 0.37
17 L-bornyl acetate Sesquiterpene 3.86
18 Beta caryophyllene Sesquiterpene 1.67
19  Alpha caryophyllene Sesquiterpene 1.16
20 c-murolene Sesquiterpene 0.58
21  Germacrene D Sesquiterpene 1.19
22 Delta elemene Sesquiterpene 0.66
23 Betabisabolene Sesquiterpene 0.53
24 Delta cadinene Sesquiterpene 0.85
25  Alpha gurjunene Sesquiterpene 0.08
26  Alpha selinene Sesquiterpene 33
27  Alpha bisabolol Sesquiterpene 5.6
Monoterpenes = 74.37; Oxygenated monoterpenes =5.72; Sesquiterpenes = 19.48
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Table 2. Antibacterial activity of the essential oil of Picea smithiana against reference
strain

Bacterial
Strain

C. coli

P. alcalygens
Paeroginosa
B. cereus

E. fecalis
S. aureus
B. subtilis

7| A.denitrificans
=]
~

Positive 10£0.5 1340.6 19+0.8 16£0.4 | 9+0.4 12+0.4 20+0.9

Control

Chloramp
henicol
(10 g/ml)

Essential 8.5+£0.3 | 11.5+0.6 | 9+0.3 10+0.4 | 8+0.3 7+0.4 11+£0.2 14+0.6
oil

Data presented as mean+tstandard deviation; E.oil= essential oil

Table 3: Antibacterial activity of Picea smithiana essential oil and different antibiotics
against clinical isolates Staphylococcus aureus from Pus samples

Clinical pathogen Penicillin | Clindamycin | Azithromycin | Ofloxacin | Essentia MIC
(Staphylococcus (30 pg /ml) (30 pg /ml) (20 pg /ml) | (10 pg/ml) 1 oil Essential
aureus) oil
isolated from pus (ng /ml)
samples
Sample No Zone of inhibition
1 15 12 2 12 18 0.125
2 12 3 11 13 22 0.125
3 2 12 5 11 25 0.125
4 6 4 11 24 0.125
5 12 4 13 26 0.125
6 11 6 11 2 22 0.125
7 8 3 11 13 16 0.125
8 8 7 7 12 14 0.125
9 9 9 6 6 21 0.125
10 12 10 9 8 11 0.125
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Bioprospecting Thermophilic Bacteria from Geothermal

Springs of Jammu Division for Industrial Enzymes
Sneahpreet Kour*, Brajeshwar Singh**, Diksha Raina*** and Akanksha Rathore****

ABSTRACT

Cellular components of thermophiles are extremely thermostable and these together with their unique
metabolic capabilities, offer considerable promise for biotechnological applications. Such
environments are of great interest to microbiologists and biotechnologists, as the organisms isolated
from these environments are a good source of thermostable enzymes. In the present investigation,
cultivable diversity of aerobic thermophilic bacteria was isolated from hot springs of Jammu Division of
Jammu and Kashmir viz. Rajouri, Tatta Pani hot springs (106.1°F) and Kishtwar, Padhyarna hot
springs (131.4°F). Fifty-three thermophilic bacteria were isolated from Tatta Pani hot springs (Rajouri)
and 40 from Padhyarna hot springs (Kishtwar). Pure bacterial cultures were screened for their
industrial enzyme production potential (Amylases and Lipases) and characterized based on
morphological, salt tolerance, temperature tolerance and substrate utillization. Most of the bacteria
were Gram-positive rods with endospore. Most of the bacteria had resemblance with genus Bacillus.
Both sites had great thermophilic biodiversity with huge potential for industrial enzymes.

Keywords: Thermophiles, Hot spring, Thermostable, Tatta Pani, Lipase and Amylase

Introduction

Microbial life does not seem to be limited to specific environments. During the past few decades, it
has become clear that microbial communities can be found in the most diverse conditions, including
extremes of temperature, pressure, salinity and pH (Kumar et al.2010). Temperature is one of the
most important factor controlling the activity and evolution of micro-organisms. Micro-organisms that
have been found to be growing at a temperature range of 55 to 121 °C are known as thermophiles. Itis
well established that cellular components of thermophiles are highly thermostable. Their unique
metabolic capabilities, offer considerable potential for biotechnological applications. Such
environments are, therefore, of great interest to microbiologists and biotechnologists, as the
organisms isolated from these environments are a good source of thermostable enzymes.

Thermophiles grow at high temperatures; therefore, they must contain metabolites that can
function at higher temperatures. Enzymes from extremophiles are of great use in modern biological
sciences (for example heat stable DNA polymerases for polymerase chain reaction), medicine and in
surfactants due to their ability do work under such conditions that otherwise denatures enzymes taken
from most "normal” organisms (Mattila et.al. 1991). The importance of thermostable biomolecules in
the growing field of biotechnology has spurred research into organisms capable of growth at high
temperatures. During the past few years, most research on the microbes of hot springs has
concentrated on the cultivation and isolation of extreme thermophiles (Belkova et al. 2007).
Thermophiles from bacterial domain have received special attention for their capacity for
bioconversion of substrates of plant origin to several end products such as ethanol and lactate (Wiegel
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and Ljungdah, 1981).

In the rural and urban settlements of Jammu and Kashmir the main sources of drinking water are
springs, surface, ground and rainwaters. Jammu and Kashmir has various hot water springs. Tatapani
is one such hot springs located in the Kalakote region of Rajouri district. As all Jammu and Kashmir
thermal springs are of meteoric, rather than volcanic origin, it follows that geology plays a vital role in
the physical and chemical characteristics of the water. The spring is situated in a village named after
the spring Tatapani expanded in an area of about 3sq.kms. Hot spring water is being used for healing
various bodily ailments. The temperature of the water in this spring is about 42-45°C on an average.

Paddar, district in Kishtwar is one of the emerging tourist sightseeing spots in full J&K. The hot springs
of Tatapani also adds to the beauty of Paddar. The entire Tatapani village abounds in hot springs
ranging from extremely hot to mild water. The main spring is rectangular, situated in front of Shesnag
Temple. The temperature of the water in this spring is around 54°C. Hot groundwater comes out from
the earth's surface regularly for most part of the year, and is significantly above the ambient ground
temperature.

Industrially important enzymes xylanases, amylases, cellulases, and lipases have attracted attention
globally because of their wide application in many areas. Amylases have potential application in a
wide number of industrial processes such as food, fermentation, textile, paper, detergent, and
pharmaceutical industries. Fungal and bacterial amylases have potential use in the pharmaceutical
and fine-chemical industries (Ghorai et al. 2009). The application of enzyme increases more with the
discovery of thermostable enzymes because thermophilic process is more stable, faster, needs lower
costs (Rasooli et al. 2008). Due to the fact that lipase is quite stable and active in organic solvents, this
enzyme has received great interests for use in various industries like petrochemical, waste
management and food (Dominguez et al. 2005). Other applications include the pharmaceutical, dairy,
detergent, cosmetic, oleo chemical, fat-processing, leather, textile and paper industries (Sharma and
Gupta, 2001).

Present study is envisaged with the aim of isolating aerobic culturable diversity of thermophilic
bacteria from least explored harsh environmental niches and to explore their potential for industrially
important thermostable enzyme viz. amylase and lipase production showing higher stability to
extremes of temperature and salinity etc.

MATERIALS AND METHODS

SURVEY AND COLLECTION OF WATER SAMPLES

Survey and collection of hot water samples was done at two hot springs viz. Tatapani located in
Kalakote region of Rajouri district at an elevation of 2585 meters, with GPS coordinates 33 14'36.37"N
and 74 24'55.14”E and Tatapani located in district Kishtwar located at an elevation of 5320 meters with
GPS coordinates 33 20'46.25” N and 75 53'12.48” E. Sampling of water samples was done from the
hot water sources, by dipping sterile vial. The collected water samples were brought to the laboratory
in sterile sealed vials, and then stored at 4°C in refrigerator for further processing for the isolation of
thermophilic bacterial colonies.
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Isolation of bacterial population

Both dilution plate method and enrichment method was performed for the isolation of thermophilic
bacteria to ensure maximum population recovery (Holt and Krieg, 1994). For the enrichment method,
10 ml of sample was transferred into 100 ml of broth (Yeast glucose broth). Incubation was performed
in rotary shaker at 60 °C until turbidity was observed. 500 pl of the broth was plated on to the solid
media (Yeast glucose agar). For the dilution plate method 10 ml of water samples was transferred in
90 ml of 0.85% saline water. The mud sample was pasteurized for 10 minutes at 80 °C in a waterbath
to kill most of the vegetative cells and to eliminate non-spore forming bacteria (Mora et al.1998).
Following the heat treatment 1ml aliquots from each sample was transferred in 9 ml of 0.85 % saline
water and 6 fold dilutions were prepared. One ml of the dilutions was plated on appropriate solid media
(Yeast tryptone agar) and incubated for 24hrs at 60°C. Single colonies thus obtained were picked and
purified using streak plate method (Rath and Subramanyam, 1998)

Bacterial colonies obtained were further streaked on freshly prepared nutrient agar plates, followed by
incubation at 60°C for 24 hours. A total of 53 bacterial cultures were obtained from Rajouri water
samples and 40 from that of Kishtwar water samples. The bacterial strains isolated on NA slants were
keptat4°C in refrigerator for further studies.

Screening of thermophilic bacteria for industrial enzymes

All the bacterial isolates were screened for amylolytic activity by starch hydrolysis test on starch agar
plate (Aneja, 2003). The isolates produced clear zones of hydrolysis were considered as amylase
producers and were further investigated. Out of 53 cultures from Tatapani, (Rajouri), 22 bacterial
cultures showed positive result for amylases. Similarly, out of 40 bacterial cultures from Tatapani,
(Kishtwar), 31 bacterial cultures showed zones of clearance which indicated their positive result. Out
of 22 positive from Rajouri cultures and 31 bacterial cultures positive results from Kishtwar samples,
total 10 cultures, 5 bacterial cultures from each showing high zones of clearance were used for further
studies.

Rhodamine B plate assay was used for screening of lipolytic activity of isolated strains according to
method of Kouker and Jaeger (1987), with some modifications. Out of 53 cultures from Tatapani,
(Rajouri), 14 bacterial cultures showed orange florescent zones which indicated the positive result for
lipases. Similarly out of 40 cultures from Tatapani, (Kishtwar), 14 cultures showed orange florescent
zones which indicated positive result. Furthermore, orange florescent zones were measured with the
help of geometric scale and those cultures showing high zones of clearance were used for further
studies. Out of 14 positive cultures from Rajouri sample and 14 positive cultures from Kishtwar
sample, total 10 cultures, 5 cultures from each showed high zones of florescence were used for further
studies.

Morphological and biochemical characterization
Most of the isolates were Gram-positive with few exceptions. Most of them formed endospore, short,

thin and long rods. KB009 (HiMedia®), a comprehensive test system was used to have a biochemical
profile of potential thermophilic cultures.
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In order to observe salt and temperature tolerance by pure isolates obtained from two hot springs
Tatapani (Rajouri) and Tatapani (Kishtwar), the amount of growth was measured in terms of turbidity
present in each culture following incubation. Bausch and Lomb Spectronic-20 spectrophotometer
was used for measuring turbidity of incubated cultures.

During the experiment, thermophiles were grown in nutrient broth, and incubated at different
concentrations of salt (0.50, 1.00, 3.00 and 6.00%) and incubated at 45°C for 48 hours before taking
readings on spectrophotometer at 600nm. Similarly, pure isolates from two hot springs were
inoculated in Nutrient broth, and then incubated at different temperatures (37, 45, 65 and 70°C) for 48
hours before taking readings on spectrophotometer at 600nmwave length.

RESULTS

Water, soil (sediment) and biomat was collected from two hot springs viz. Tatapani located at an
elevation of 2585masl, with 33 14'36.37”N and 74 24'55.14”E coordinates of Kalakote region of district
Rajouri and Tatapani located in Padhyarna at an elevation of 5320 masl and 33 20'46.25” N and 75
53'12.48” E coordinates of district Kishtwar . Fifty three bacterial cultures were isolated from Tatapani
(Kalakote and Rajouri) water samples and a total of forty bacterial cultures were isolated from
Tatapani (Padhyarna and Kishtwar) water samples. Most of the bacteria isolated from water samples
were from genus Bacillus.

Out of 53 cultures from Tatapani (Rajouri), 22 cultures had significant zones of clearance, indicating
positive for amylases. Similarly, out of 40 cultures from Tatapani (Kishtwar), 31 cultures were positive
for amylases. Furthermore, cultures, which recorded highest clearance zones, were selected for
further studies. Out of twenty two positive cultures from Rajouri isolates, five cultures viz. MBRS-01,
MBRS-02, MBRS-03, MBRS-10 and MBRS-11 recorded highest clearance zonesii.e. 8.6,9.6,8.3, 8.6
and 8.3 mm respectively, indicating good amylolytic potential. Similarly, out of 31 positive cultures
Kishtwar, from five best isolates viz. MRKS-21, MBKS-28, MBKS-29, MBKS-39 and MBKS-40
showed high zones of clearance, that 8.3, 7.3, 7.7, 7.6 and 7.3, which indicated good amylolytic
potential in these isolates.

Out of 53 cultures from Tattapani (Rajouri), 14 cultures showed significant orange florescent zones of
clearance, indicating positive result for lipases. Similarly, out of 40 isolates obtained from Tattapani,
Kishtwar, 14 cultures indicated positive result. Isolates indicating best potential were taken up for
further studies. Out of 14 positive from Rajouri cultures, 5 cultures viz. MBRS-14, MBRS-15, MBRS-
19, MBRS-20 and MBRS-21 showed best zones of clearance, thatis 10.6, 10.6, 11.3, 11.6 and 10.3
mm respectively, indicating good liplytic potential. Similarly out of 14 cultures positive from Kishtwar
samples, 5 cultures viz. MBKS15, MBKS16, MBKS17, MBKS20 and MBKS21 showed best zones of
clearance, thatis 13.6, 15.6, 12.3, 10.3 and 12.0 mm respectively, indicating good lipolytic potential.

Morphological characteristics of single cell colony were used for preliminary identification of a
bacterial genus. Shape of the colonies varied from irregular to round. Texture, colour/ pigmentation of
colonies were also considered during identification (Table 1 and 2). The identification of potential
bacterial isolates was based on many factors, including cell and colony morphology, chemical
composition of cell walls and biochemical activities. Biochemical reactions of various bacterial
isolates were analysed using ABIS® Online Software (Table 3and 4).
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Using HiMedia® readymade biochemical kits, potential cultures were identified. It was observed
that, most of the bacterial isolates were of genus Bacillus (Table. 3 and 4).

Thermophiles isolated from Rajouri and Kishtwar water samples were screened for temperature and
salt tolerance. It was observed that most of the cultures had tolerance towards thermophilic ranges of
temperatures MBKS-19 (0.791) & MBRS-40 (0.982) OD at 600nm at 70°C . Thermophilic population
was also screened for salt tolerance at different ranges. It was observed that cultures had great
tolerance to different salt concentrations with highest that of MBKS-3 (0.870) & MBRS-41 (1.477) OD
at600nm at 6.00% salt concentration, greatly desirable for industrial usage .

Discussion

Cultivable diversity of aerobic thermophilic bacteria was studied from hot springs of Jammu Division of
Jammu and Kashmir and studied for thermophilic characteristics. These bacterial isolates sustaining
at thermophilic range were isolated, characterized and screened for their industrial enzyme
production potential (Amylases and Lipases). Potential enzyme producing strains were selected and
further studied for temperature and salt tolerance, highly desired for industrial usage.

Most of the bacteria isolated from hot water samples collected from both hot springs were that of
genus Bacillus, described as largest and heterogeneous collection of aerobic and facultative
anaerobic, rod-shaped, Gram-positive to Gram variable, endospore-forming bacteria ( Goto, et al.
2000). They often form microbial mats with other bacteria, from Antarctic ice to continental hot springs.
Thermophilic bacilli show optimal growth at temperatures ranging from 45-70°C (Maugeri et al. 2001)
and can be isolated from both thermophilic and mesophilic environments (Marteinsson, et al. 1996)
just like we did from water samples collected from two hot springs.

Several industrially important enzymes have attracted attention globally because of their wide
application in many areas. Enzymes such as amylases, cellulases and lipases have potential
application in a wide number of industrial processes such as food, fermentation, textile, paper,
detergent, and pharmaceutical industries. Fungal and bacterial amylases have potential use in the
pharmaceutical and fine-chemical industries. In our study, we too screened various bacterial isolates
for the potential of producing industrial enzymes viz. Amylases and Lipases. Lipases are quite stable
and active in organic solvents. This enzyme has received great interests for use in various industries
like petrochemical, waste management and food (Dominguez, et al. 2005). Lipases also have
application in pharmaceutical, dairy, detergent, cosmetic, oleo chemical, fat-processing, leather,
textile and paper industries (Sharma and Gupta,.2001). Most of the cultures isolated from our hot
water samples have indicated good potential of producing lipases. MBKS-16 with 15.6 mm zone of
clearance was best among forty thermophiles isolated from Kishtwar hot springs followed by MBRS-
20 (11.6 mm) from Rajouri hot springs. These cultures have great potential for the production of
lipases and could be exploited forindustrial applications.

Another important enzyme of microbial origin is amylase. Amylases have potential application in

several industrial processes such as food, fermentation, textile, paper, detergent, and pharmaceutical
industries. Amylases of microbial origin could be potentially useful in the pharmaceutical and fine
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chemical industries (Ghorai, et al. 2007). In this study, we also screened fifty-three cultures isolated
from Rajouri and forty from hot springs of Kishtwar. Most of the cultures gave indications of good
enzymatic potential. Culture MBRS-2 with 9.6mm and MBKS-21 having 8.3mm zone of clearance
isolated from Rajouri and Kishtwar hot springs respectively, were best performers as potential
amylase producers. Large range of extra cellular thermostable enzymes are being produced by
thermophilic strains of genus Bacillus, of which amylases, cellulases, proteases, and lipases are of
significant industrial importance. As reported by Amnin et al. 2008, most of the cultures isolated from
our hot water samples were of genus Bacillus.

Twenty best performing cultures from two locations, five each for two enzymes were
characterized based on morphology and biochemical behaviour. Similar to studies reported by Pathak
and Rekadwad, (2013), most of the cultures characterized during our studies belonged to the genus
Bacillus.

Industries have harsh environments like high temperature for process operations and fluctuating
salinity conditions. Goyal et al. (2005) described that stability of enzymes at higher temperature is
highly desirous for industrial applications. Keeping in mind such requirements we too studied
temperature tolerance by all (53 from Rajouri and 40 from Kishtwar) bacterial cultures isolated from
two hot springs also reported that Bacillus sp. amylase isolated from Unkeshwar hot spring showed
optimum activity at 60 °C.

Skoog et al. (1996) studied effects of different salt concentrations on microbial growth. Salinity
tolerance is also an important characteristic for industrial usage. We also studied salt tolerance by
various bacterial isolates at four different concentrations (0.5, 1.0, 3.0 and 6.00%). During our studies,
it was observed that MBRS-41 could tolerate 6% of salt, with 1.477 OD at 600nm; leading among fifty-
three odd cultures isolated from Rajouri hot springs. MBKS-3 with 0.87 OD at 600nm wavelength,
topped in salt tolerance among forty isolates from Kishtwar hot springs.

Finally, in our study we concluded that all the three regions Jammu, Kashmir and Ladhakh have
several sources of hot water with varying temperatures. Tatapani is one of such hot spring located at
the Kalakote region of Rajouri district and another Tatapani located at Kishtwar district of Jammu
division. The waters of these thermal springs with pH ranging from 8.2-9.2, considered to being of
great importance for healing various bodily ailments, but with poor drinking ability, could be exploited
for isolating industrially important microbes. We successfully isolated and characterized bacterial
population form these two hot springs having potential to produce industrial enzymes viz. Amylases
and Lipases.
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List of Tables
Table 1 Morphological characteristics of Rajouriisolates

S.No | Culture Colony Characteristics Microscopic Characteristics

1. MBRS1 Creamish white and sticky | Gram +ve rods, no endospore formation

2. MBRS2 Creamish white and sticky | Gram +ve short rods, endospore formation

3. MBRS3 Creamish white and sticky | Gram +ve rods, endospore formation.

4. MBRS4 Creamish white and sticky | Gram +ve rods, endospore formation.

5. MBRS5 Creamish white and sticky | Gram +ve long rods, no endospore formation

6. MBRS6 Creamish white and sticky | Gram +ve rods, endospore formation.

7. MBRS7 Creamish white and sticky | Gram +ve rods, endospore formation.

8. MBRSS8 Creamish white and sticky | Gram positive rods, endospore formation.

9. MBRS9 Creamish white and sticky | Gram positive rods typically arranged in
chains,, endospore formation.

10. MBRS10 | Creamish white and sticky | Gram positive rods typically arranged in
chains, endospore formation.

11. MBRS11 | Creamish white and sticky | Gram positive rods, endospore formation.

12. MBRS12 | Creamish white and sticky | Gram positive short rods, endospore
formation.

13. MBRS13 | Creamish white and sticky | Gram positive short rods, endospore
formation.

14. MBRS14 | Creamish white and sticky | Gram positive rods, endospore formation.

15. MBRS15 | Creamish white and sticky | Gram positive short rods, endospore
formation.

16. MBRS16 | Creamish white and sticky | Gram positive rods, endospore formation.

17. MBRS17 | Creamish white and sticky | Gram positive short rods, endospore
formation.

18. MBRS18 | Creamish white and sticky | Gram positive short rods, endospore
formation.

19. MBRS19 | Creamish white and sticky | Gram positive rods, endospore formation.

20. MBRS20 | Creamish white and sticky | Gram positive short rods, endospore
formation.
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21. MBRS21 | Creamish white and sticky | Gram positive rods, endospore formation.

22. MBRS22 | Creamish white and sticky | Gram positive rods, endospore formation.

23. | MBRS23 | Creamish white and sticky | Gram positive rods typically arranged in
patterns, endospore formation.

24. MBRS24 | Creamish white and sticky | Gram positive rods, endospore formation.

25. MBRS25 | Creamish white and sticky | Gram positive rods, no endospore formation.

26. MBRS26 | Creamish white and sticky | Gram negative short rods, endospore
formation

217. MBRS27 | Creamish white and sticky | Gram negative short rods, endospore
formation

28. MBRS28 | Creamish white and sticky | Gram positive rods, endospore formation

29. MBRS29 | Creamish white and sticky | Gram positive rods, endospore formation

30. MBRS30 | Creamish white and sticky | Gram positive rods, endospore formation

31. MBRS31 | Creamish white and sticky | Gram positive rods, endospore formation

32. MBRS32 | Creamish white and sticky | Gram positive rods, endospore formation

33. MBRS33 | Creamish white and sticky | Gram positive short rods, endospore formation

34. MBRS34 | Creamish white and sticky | Gram positive rods, endospore formation

35. MBRS35 | Creamish white and sticky | Gram positive short rods, endospore formation

36. MBRS36 | Creamish white and sticky | Gram positive rods, endospore formation

37. MBRS37 | Creamish white and sticky | Gram positive rods, endospore formation

38. MBRS39 | Creamish white and sticky | Gram positive short rods, endospore formation

39. MBRS30 | Creamish white and sticky | Gram positive short rods, endospore formation

40. MBRS40 | Creamish white and sticky | Gram positive rods, endospore formation

41. MBRS41 | Creamish white and sticky | Gram negative rods, endospore formation

42. MBRS42 | Creamish white and sticky | Gram positive rods

43. | MBRS43 | Creamish white and sticky | Gram positive rods typically arranged in long
chains, endospore formation

44. MBRS44 | Creamish white and sticky | Gram positive short rods, endospore formation

45. MBRS45 | Creamish white and sticky | Gram positive rods, endospore formation

46. MBRS46 | Creamish white and sticky | Gram positive short rods, endospore formation

47. MBRS47 | Creamish white and sticky | Gram negative rods typically arranged in
chains, endospore formation

48. MBRS48 | Creamish white and sticky | Gram positive short rods, endospore
formation.

49. MBRS49 | Creamish white and sticky | Gram positive rods, endospore formation

50. MBRS50 | Creamish white and sticky | Gram positive rods, endospore formation

51. MBRS51 | Creamish white and sticky | Gram negative rods, endospore formation

52. | MBRS52 | Creamish white and sticky | Thin rods, no endospore formation, gram
positive, clostridium type characters

53. MBRS53 | Creamish white and sticky | Gram positive rods, endospore formation
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Table 2 Morphological characteristics of Kishtwar isolates

S.no | Culture Colony characteristics Microscopic characteristics

1. MBKS1 | Creamish white and sticky colonies | Gram +ve thin rods arranged in chains,
no endospore formation

2. MBKS2 | Creamish white and sticky colonies | Gram +ve rods,endospore formation

3. MBKS3 | Creamish white and sticky colonies | Gram +ve rods arranged in patterns, no
endospore formation

4. MBKS4 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

5. MBKSS | Creamish white and sticky colonies | Gram +ve rods, endospore formation

6. MBKS6 | Creamish white and sticky colonies | Gram +ve short rods,no endospore
formation

7. MBKS7 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

8. MBKS8 | Creamish white and sticky colonies | Gram +ve short rods, no endospore
formation

9. MBKS9 | Creamish white and sticky colonies | Gram +ve rods, no endospore
formation

10. | MBKS10 | Creamish white and sticky colonies | Gram +ve long rods, no endospore
formation

11. | MBKS11 | Creamish white and sticky colonies | Gram +ve short rods, no endospore
formation

12. | MBKS12 | Creamish white and sticky colonies | Gram +ve short rods, no endospore
formation

13. | MBKS13 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

14. | MBKS14 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

15. | MBKS15 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

16. | MBKS16 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

17. | MBKS17 | Creamish white and sticky colonies | Gram +ve rods, no endospore
formation

18. | MBKS18 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

19. | MBKS19 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

20. | MBKS20 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

21. | MBKS21 | Creamish white and sticky colonies | Gram +ve thin rods arranged in chains,
no endospore formation

22. | MBKS22 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

23. | MBKS23 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

24. | MBKS24 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

25. | MBKS25 | Creamish white and sticky colonies | Gram +ve rods, no endospore
formation

26. | MBKS26 | Creamish white and sticky colonies | Gram +ve rods, endoppore formation
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27. | MBKS27 | Creamish white and sticky colonies | Gram +ve rods, no endospore
formation

28. | MBKS28 | White and sticky colonies Gram +ve rods, no endospore
formation

29. | MBKS29 | White and sticky colonies Gram +ve rods, endospore formation

30. | MBKS30 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

31. | MBKS31 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

32. | MBKS32 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

33. | MBKS33 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

34. | MBKS34 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

35. | MBKS35 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

36. | MBKS36 | Creamish white and sticky colonies | Gram +ve short rods, no endospore
formation

37. | MBKS37 | Creamish white and sticky colonies | Gram +ve short rods arranged in
chains, no endospore formation

38. | MBKS38 | Creamish white and sticky colonies | Gram +ve rods, endospore formation

39. | MBKS39 | Creamish white and sticky colonies | Gram +ve rods arranged in chains,
endospore formation

40. | MBKS40 | White and sticky colonies Gram +ve rods, endospore formation

Table 3 Identification of amylase producers from Kishtwar and Rajouri on the basis of
biochemical kit using ABIS® online software

S.No Culture Identification on the basis of ABIS® online software
1. MBKS-21 Bacillus megaterium ~ 78% (acc: 37%)

2. MBKS-28 Bacillus smithii ~ 89% (acc: 24%)

3. MBKS-29 Bacillus cereus ~ 83% (acc: 65%)

4. MBKS-39 Bacillus cereus ~ 77% (acc: 38%)

5. MBKS-40 Bacillus korlensis ~ 83% (acc: 35%)

6. MBRS-1 Bacillus smithii ~ 89% (acc: 24%)

7. MBRS-2 Bacillus korlensis ~ 84% (acc: 56%)

8. MBRS-3 Bacillus cereus ~ 83% (acc: 65%)

9. MBRS-10 Geobacillus (Bacillus) stearothermophilus ~ 83% (acc: 70%)
10. MBRS-11 Bacillus cereus ~ 83% (acc: 45%)
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Table 4 Identification of lipase producers from Kishtwar and Rajouri on the basis of
biochemical kit using ABIS® online software

S.No Culture Identification on the basis of ABIS® online software
1. MBKS-15 Paenibacillus thiaminolyticus ~ 83% (acc: 37%)

2 MBKS-16 Bacillus cereus ~ 90% (acc: 50%)

3 MBKS-17 Geobacillus (Bacillus) stearothermophilus ~ 83% (acc: 68%)
4. MBKS-20 Paenibacillus thiaminolyticus ~ 83% (acc: 37%)

5 MBKS-21 Bacillus korlensis ~ 77% (acc: 45%)

6 MBRS-14 Geobacillus (Bacillus) stearothermophilus ~ 83% (acc: 68%)
7. MBRS-15 Bacillus cereus ~ 90% (acc: 50%)

8. MBRS-19 Bacillus cereus ~ 83% (acc: 65%)

9. MBRS-20 Paenibacillus thiaminolyticus ~ 83% (acc: 37%)

10. MBRS-21 Bacillus licheniformis ~ 78% (acc: 37%)
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ABSTRACT

Disaster management approach had been reactive and relief oriented across the world, including in
the developed countries, in the past. However, several international initiatives gave impetus to
integrated disaster management with an aim to reduce socio-economic losses as also the
environmental degradation due to disasters, globally. These initiatives, as also series of major
disasters in the last decade of 20th century, led to the enactment of Indian Disaster Management Act
2005, which brought in a paradigm shift in disaster management in India. Sendai Framework adopted
in 2015, shifted the focus from disaster management to disaster risk management. Consequently, in
India, a robust institutional, legal, and financial framework for holistic disaster management has been
put in place. However, substantial improvement in terms of physical, social, psychological, and
economic damage due to disasters is yet to be realised in India. This raises questions about the
efficacy and effectiveness of existing disaster management framework, in terms of its outcome. In this
paper, therefore, an attempt has been made to trace the evolution and analyse existing institutional
disaster management in India, with a view to find shortcomings if any, and give recommendations to
overcome the same.

Keywords: Disaster Risk Reduction, Disaster Risk Management, Disaster Risk Governance,
Disaster ManagementAct, National Policy, National Disaster Management Plan, Sendai Framework

Introduction

In common parlance, disaster is any catastrophic event, calamity or grave occurrence, which
causes substantial physical, psychological, social, economic, and environmental damage of such a
magnitude that surpasses the coping capacity of the affected community (Govt. of India, 2005, p.4).
Conceptually, like any other management process, disaster management (DM) also entail spectrum
of activities such as planning, organising, coordinating and executing measures, pre and post-
disaster. Pre-disaster measures aim at prevention, mitigation and preparedness, whereas,
postdisaster measures include response, rehabilitation, and recovery and reconstruction (Sinha,
2015, pp. 419-420). As per Disaster Management Act (DM Act) 2005, disaster management is a
holistic and continuous process of planning, organising, coordinating and implementing measures
which are essential for prevention, mitigation, capacity building, preparedness, prompt response, and
assessment of the damage (Govt. of India, 2005, p.4). Measures related to evacuation, rescue and
relief, and rehabilitation has been further added in the National Policy on Disaster Management 2009,
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to amplify the scope of disaster management in India (Govt of India, 2009, p. 7). With the adoption of
Sendai Framework for Disaster Risk Reduction (SFDRR) 2015-2030, the focus has shifted from
disaster management to disaster risk management, which entails risk assessment, risk prevention
and reduction, risk governance, and preparedness for effective response and to build back better
(Govtoflindia, 20186, p. xiii).

India is prone to almost all the natural hazards due to its vast and diverse geographic expanse,
and varying climatic conditions. About 60 percent of the Indian land area is susceptible to varying
severity of earthquakes. Out of 7500 kilometres of the coastline, about 5700 kilometres is vulnerable
to cyclones and tsunamis. More than half of the cultivable land is known to have suffered droughts in
the past. Flooding of over 10 percent of the land has been a regular phenomenon. Most of the hilly and
mountainous terrain is susceptible to landslides/ mudslides, and high-altitude areas are prone to
snow-slide/ avalanches. (Govt of India,2009, pp. 1-5). Besides natural hazards, chemical, biological,
radiological and nuclear (CBRN) hazards, may also cause severe disasters/emergencies
accidentally or due to terrorist actions/ war. Itis an open secret that some terrorist organisations are on
the lookout to acquire CBRN weapon capability. Hence, likely hood of CBRN emergencies in India are
real and have to be factored in our disaster managementinitiatives (RajA., 2008, p. 170).

According to the Centre for Researches for Epidemiology of Disasters (CRED), Asia is the most
disaster-prone, and affected region (CRED, 2013, pp, 1-2). India is among the five most frequently
disaster-hit countries in the world. Average annual economic damage in India, due to disasters from
2006 to 2015, has been to the tune of $4.4 billion (CRED,2016, p. 4). Apart from earlier disasters with
devastating impact, such as Bhuj Earthquake, Indian Ocean Tsunami, Bihar Kosi Flood, 2002,
Mumbai Flood; recent disasters of this millennium, that is Uttarakhand Flood, J&K flood, Chennai
flood, EI-Nino Drought 2015, Cyclones Phailin and Hudhud, Forest fire 2015, Heatwave 2015 and
2016, and Kerala flood etc., have caused considerable loss of lives, livelihood, and extensive damage
to socio-economic infrastructure and ecosystems. This highlights the importance of the
understanding of hazard, vulnerability, and risk factors in the dynamics of disaster management
(Guptaetal., 2016, p. 3).

Distribution of the occurrences of reported disasters, and average annual economic loss in India,
from 1972 to 2014, reveal that floods account for 52 per cent of occurrences, which have caused 63
percent of total economic losses; followed by cyclones with 31 per cent occurrences, which have
inflicted 19 per cent of the total damage, in the time span of 35 years. However, landslides,
earthquakes, and droughts put together account for 17 per cent of all the disasters, which caused 18
per cent of the total economic damage during this period (World Bank, 2016, p. 2). Notwithstanding
above distribution, the severity of earthquakes and droughts in terms of loss of lives and suffering of
people is quite pronounced. In India, 333 million people were affected due to drought in 2016 alone,
which accounts for 58 percent of the world total of the year (CRED, 2016, p. 4). This distribution also
reveals that floods and cyclones hit the country very frequently, and cause maximum damage, which
is required to be factored in the disaster risk management accordingly.

Social Sciences (48)



Kamal Singh Chauhan

So far, several studies have been conducted after each disaster to find out the reasons for the
occurrence and manifestation of disasters, and shortcomings in response to each disaster in a
piecemeal manner. However, there has been hardly any structured study to holistically analyse the
existing institutional disaster management framework in India, especially after the preparation of
National Disaster Management Plan (NDMP) 2016, which is apparently a very exhaustive and
inclusive document. Bahadur, Lovell and Pichon prepared a project report of a research
commissioned by Climate Development Knowledge Network (CDKN), and carried out by Overseas
Development Institute (ODI), with the support from the All India Disaster Mitigation Institute (AlIDMI),
which analysed state disaster management plans (SDMPs) of five Indian states, differing in terms of
climate, geography, size and location, that is Assam, Bihar, Gujarat, Odisha, and Uttarakhand. The
research went into details of SDMPs to ascertain the extent to which these plans address all the
stages of disaster management cycle: prevention, mitigation, preparedness, and relief and response.
Research also dwelled into various aspects such as vulnerability assessment, financial arrangements
for disaster risk reduction (DRR), mainstreaming of DRR across different departments, gender and
social inclusion, and alignment of SDMPS to Sendai Framework for Disaster Risk Reduction
(SFDRR) 2015-2030. The research besides bringing out some significant deficiencies in the SDMPs
highlights the political and institutional inertia to shift the focus from relief and response-oriented
preparedness to DRR (Bahadur, Lovell, and Pichon, 2016, p. 5). Some of the important findings and
recommendations are deliberated subsequently in the study.

Mohanan and Menon, analysed the NDMP 2016 using a widely accepted and comprehensive
framework for audit and governance of IT enterprises, known as Control Objectives for IT (COBIT) 5
principles. They have brought out that NDMP falls short of meeting the needs of all the stakeholders,
besides being deficient in proper responsibility matrix as per RACI (responsibility, accountability,
consulting and informing), chart. They also highlighted that NDMP has mixed up two different
aspects of governance and management, which need to be understood and clearly factored to ensure
proper evaluation of stakeholders needs, conditions and options; to issue proper directions, and to
monitor objectives as a function of governance; besides management discipline of planning, building,
running and monitoring activities in accordance with the direction set by the governance body
(Mohanan, and Menon, 2016, p.3). Tripathi analysed the preparedness trends for flood disasters in
India. He brought out the severity and the frequency of floods, and national disaster management
structure to deal with it. He stressed the need for better preparedness for effective response.
However, he did not examine the existing disaster framework in detail (Tripathi, 2015). Pramod Patil
has also analysed the disaster management in India and brought out that there are deficiencies in
disaster warning systems, communication, and mitigation aspects. He also brought out that the
existing system focuses more on disaster response than on mitigation. The absence of strict laws and
poor implementation is found as one of the major shortcomings in his citation (Patil, 2012, p.5). A
roundtable conference jointly organised by Vivekananda International Foundation (VIF) and Policy
Perspectives Foundation (PPF) to revisit India's disaster response mechanism brought out
organisational deficiencies of National Disaster Response Force (NDRF), and lack of involvement
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planning and coordination during preparedness stage for want of role clarity in institutional
mechanism (VIF & PPF, 2016). Some other studies have also been conducted on the role of Armed
Forces in disaster management (DM), which have highlighted shortcomings in coordination between
civil administration and Armed Forces, as also lack of specialised training and equipment available
with the Armed Forces for better response (Raj, 2008; Dagur, 2008; Krishna, and Damle, 2017; and
Kumar, 2012).

The study is descriptive and analytical in nature. It is based on both primary and secondary
sources including the legal and policy documents of the Government of India along with the media
reports and academic works done by different scholars.

Evolution of Disaster Management in India

People of India have been experiencing a series of natural disasters, as also disasters caused by
wars and invasions since pre-recorded history era. Ancient Indian religious scriptures such as
Atharava Veda, and Brihat Samhita, besides promoting harmony between human beings and natural
environment, also dealt with disaster management to include aspects of prevention, mitigation,
capacity development, preparedness etc. Arthshastra written by Chanakya also contains a chapter on
disasters and various prevention, mitigation, and relief measures (Samasastry,1915, pp.294-298) &
(lyer,1884, pp.149-162). However, the old wisdom died down gradually with the passage of time.

During pre and post-independence till 1990, disaster management remained reactive and relief
oriented in India. Indian states responded to disasters under relief codes, through respective relief
commissioners of relief departments. Central Relief Commissioner, in Ministry of Agriculture, Govt of
India, used to allocate relief funds and coordinated the relief measures at the national level. Flood
relief was at the centre stage. However, declaration of the 1990s as International Decade for Natural
Disaster Reduction (IDNDR) by UN, triggered a significant shift from activity based reactive and relief-
oriented actions to a proactive approach, encompassing mitigation and preparedness, besides relief
and resettlement measures for disaster management. Consequently, for the first time, a Natural
Disaster Management (NDM) Division was established under the Ministry of Agriculture (Govt of
India, 2011, p. 55). In 1993 as part of the Central Sector Scheme, Natural Disaster Management
Programme with the major objective of developing the national capability for disaster reduction and
mitigation started in India. The major components of this programme were human resource
development, research and consultancy services, maintaining details of major disasters, adding
strength to DM Division, and establishment of national centre for disaster management at the Centre
and disaster management faculties at all the states, besides conducting various activities under
IDNDR (Govt of India, 1998).

The Yokohama strategy, which was based on the belief that for sustainable growth, adequate
measures for disaster reduction and prevention, and preparedness to reduce losses by developing
resilient communities and societies, are essential; had telling effect in disaster management in India.
This strategy enunciated the necessity of risk assessment, prevention and preparedness as the basic
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principles of disaster risk reduction (Cabinet Office, Japan, 2015, pp. 2-3). Hence, from 1994 to 1997,
a number of initiatives were taken in India. Hazards mapping and vulnerability assessment of
buildings were carried out, and Atlas of India was prepared, which contains hazards maps for
earthquake, flood, and cyclone, in 1: 2.5 million scales, for all the states and UT. The risk of the
buildings was also highlighted. In the lights of these risk assessments, the then existing Town and
Country Planning Act was found flawed, and suitable amendments were sought. Guidelines were
formulated for land use zoning and disaster resistant constructions. Information technologies were
strengthened with the main focus to remote sensing, geographical information system (GIS), a global
positioning system (GPS) and satellite communication etc., to make the disaster warning systems
(DWS) more robust, reliable and relevant. Monitoring and impact assessment of natural hazards
using space technology commenced during this decade. Apart from already existing 145 flood
monitoring and forecasting stations, 12 more were established during the decade. A reliable cyclone
warning through satellites and timely evacuation saved precious human lives during cyclones in
Andhra Pradesh in 1990 and in Gujarat in 1999. Besides DWS, some cyclone shelters through
emergency reconstruction programmes were also constructed (Govt of India, 1999, pp. 9-17).

After few devastating disasters such a Latur Earthquake in 1993, Malpa Landslides in 1994,
Orissa Super Cyclone in 1999, and Bhuj Earthquake in 2001, a high-power committee (HPC) was set
up in 2001, with a view to give a holistic look to disaster management in the country. Report of this
committee brought in a major shift in the entire outlook of disaster managementin India (Govt of India,
2002). Consequently, the DM division was shifted from the Ministry of Agriculture to the Ministry of
Home Affairs (MHA) in 2002. In 2005, the Hyogo framework to create disaster resilience across the
world was adopted. The aim of the Hyogo Framework was to initiate measures to remarkably reduce
the losses of lives, and economy, as also to reduce social, and environmental degradation due to
disasters. Three strategic goals related to, integration of DRR into developments, the creation of
robust institutional mechanism, enhancing capacities to make communities hazards resilient, disaster
preparedness, and response and recovery, were incorporated in this framework (Cabinet Office,
Japan, 2015, pp. 4-5).

Against this background, Indian Disaster Management Act was enacted in 2005, which enabled a
legal and institutional integrated framework for integrated disaster management in India (Govt of
India, 2011, p.5). However, meanwhile, the legal framework was already prepared by Odisha and
Gujarat. The DM Act 2005 stipulated the formation of National Disaster Management Authority
(NDMA) at the national level, under the chairmanship of the Prime Minister; State Disaster
Management Authorities (SDMAs) at the state level, under respective Chief Ministers. Similarly, at
each district, District Disaster Management Authorities (DDMAs) were required to be established
under respective District Magistrates (DMs)/ Deputy Commissioners (DCs). These disaster
management authorities are mandated to ensure holistic disaster managementin the country. The Act
further mandated the creation of National Executive Committee (NEC) at the national level to assist
NDMA, and state executive committees (SECs) at the state level to assist respective SDMAs. The DM
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Act also mandated the establishment of National Institute for Disaster Management (NIDM)for
capacity building at the national level. NIDM is also required to assist states in establishing the
disaster management institutes for capacity development at the state level. As mandated in the Act,
National Disaster Response Force (NDRF) at the national level has been created. DM Act also
mandated for preparation of DM plans by all the states. The Act also catered for financial provisions for
the DM. (Govt of India, 2011, p.57). Consequent to the enactment of DM Act, a National Policy on
Disaster Management was issued by the NDMA in 2009. State Disaster Response Force (SDRF) at
the state level have also been created, in accordance with the national policy on DM. Also, detailed
guidelines on the preparation of DM plans by the states, and on the management of different disasters
ranging from natural to CBRN, and industrial disasters, were issued by the NDMA.

However, disaster risk reduction (DRR) remained a major challenge, hence, in the third world
conference on DRR, Sendai Framework for DRR (SFDRR) 2015-2030 was formulated with four
priorities and seven global targets (Cabinet Office, Japan, 2015, pp. 7-10). India is a signatory to
Sendai Framework., which has few major shifts from earlier international strategies and frameworks.
One, goals are expressed as an outcome rather than a set of measures; two, respective governments
have been mandated to strengthen the risk governance framework; three, emphasis on departure
from disaster management to disaster risk management; four, scope increased from natural to all kind
of disasters; five, significant importance is given to environmental aspects; and six, disaster risk
reduction as a policy, is multisectoral to include health and education also. The Sendai Framework
also included seven global targets aimed at substantial reduction of mortality, number of people
affected, economic loss, critical infrastructure damage; a substantial increase in the number of
countries having and implementing disaster risk reduction strategy by 2020; and availability and
exploitation of early warning system for all type of hazards by 2030. Sendai Framework also laid down
following four priorities:

*

Understandingrisk.
*  Strengthening disasterrisk governance.
*  Investing in DRR to enhance resilience.
*  Improving disaster preparedness to be able to respond effectively and 'Build Back Better' (BBB)
(Govtoflindia, 2016, p. 7).

Thus, NEC, as mandated in the Act, prepared National Plan on Disaster Management factoring
all the aspects of Sendai Framework in 2016. National Plan was delayed by a decade after the
enactment of DM Act. In the meantime many states already prepared their disaster management

plans, which should have otherwise, been based on the National Plan.

Existing Legal-Institutional Framework and Its Performance

Enactment of DM Act 2005 set the ball rolling for putting institutional framework firmly in place
through national policy, various guidelines, and plans at all levels, for disaster management in India.
This further enabled processing and strengthening of the techno-legal regime for disaster risk
reduction and disaster risk governance in the country. NDMA was formally constituted vide a Govt.
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executive order, in September 2006. NDMA is responsible to issue various policies on disaster
management at the national level. NDMA is also mandated to issue guidelines to concerned Central
Govt ministries/ departments to ensure DRR and disaster risk mitigation by incorporating suitable
measures in the developmental plan. Besides approving the National Disaster Management Plan
(NDMP), the NDMA is also required, to issue guidelines for preparation of State Disaster Management
Plans (SDMPs), to coordinate implementation of the policies and plans, to recommend funds for DRR,
and to ensure disaster mitigation and capacity building. Broad details of role and responsibilities of
NIDM for capacity building and assistance in policy formulation at the national level have been laid
down in Section 42& 43 of the DM Act. However, NIDM is required to function as per the policies and
guidelines issued by the NDMA.. (Govt of India,2011, pp. 57-58).

As mandated in the DM Act 2005, state disaster management authorities (SDMAs), under
respective Chief Ministers, have been established in all the states. Role and responsibilities of the
SDMAs are similar at the state level, as of the NDMA at the national level. SDMAs formulate state
policy; and approve state disaster management plan prepared by the state executive committees
(SECs), concerned ministries/ departments, and district disaster management authorities (DDMAS).
SDMAs also issue guidelines to respective state govt ministries/ departments for dovetailing
measures in developmental plans to ensure DRR and disaster risk mitigation. SDMAs are also
required to assess vulnerabilities and state of preparedness for disaster response. They also carry out
the periodical review to ensure the availability of adequate funds for capacity development, and all
other aspects pertaining to preparation for disaster management (Govt of India, 2005, p. 9).

At the national level, Home Secretary of Central Govt. is the Chairman of National Executive
Committee (NEC) of India. Secretaries of concerned ministries/ departments; and Chief of Integrated
Defence Staff of the Chief of Staff Committee; are the members of the NEC. The NEC renders
assistance to NDMA in all the aspects related to DM. NEC also prepares and revises national plan;
coordinates and monitors implementation of various policies, guidelines, and plans issued by NDMA,
as also by the concerned central ministries/ department. NEC also assists concerned central
ministries/departments and SDMAs for preparing their respective DM plans. Briefly, it may be
concluded that NEC has overall responsibility in the entire sphere concerning DM, including
assessment of preparedness, capacity building, and coordination of activities of all concerned, at all
level (Govt of India, 2005, pp. 7-8).

At the state level, chief secretaries are the chairmen of state executive committees (SECs). The
states have laid down role, responsibility, and authority for their respective SECs. However, SECs are
required to ensure coordination and implementation of the national plan and are also responsible to
prepare, coordinate and ensure implementation of state plans. SECs are also required to coordinate
plans prepared by different central, and state ministries/departments. They are also required to
evaluate vulnerabilities specific to location and type of disasters, and to carry out an assessment of the
state of preparedness in order to ensure measures for DRR, prevention, and mitigation, at all level.
SECs are also responsible for capacity building to include, creation and maintenance of training
institutions, awareness and knowledge management, training down to the community level, and

(53) Researcher: A Multidisciplinary Journal



Disaster Management in India: Analysis of Institutional Framework and Policy Perspective

coordination amongst all respondents at all levels. Powers and functions of SECs related to rescue
and relief during disasters are outlined in Section 24 of the DM Act (Govt of India,2005, pp.10- 12).

Similarly, at the district level, District Disaster Management Authorities (DDMAs) headed by
respective District Magistrate (DM)/ Deputy Commissioner (DC), have been established. DDMAs are
responsible to prepare, coordinate, and implement district disaster management plans (DDMPs)
down to community level in accordance with the state and national plan. DDMAs are required to
identify and assess vulnerabilities; and to issue guidelines related to prevention, DRR, mitigation,
capacity building and preparedness, and coordination; as also to monitor all the activities pertaining to
DM, down to local bodies and community level (Govt of India, 2005, pp. 13-15).

On 22 October 2009, the Indian Union Cabinet approved National Policy on Disaster
Management, which laid down the national vision of making disaster resilient country through a
technology-driven and integrated proactive strategy, catering for all types of disasters. The policy also
aimed at promoting an environment for prevention, mitigation, preparedness and effective response
for all types of disasters, at all levels. The policy lays emphasis on community-based integrated,
inclusive and participative approach for DM planning and execution. The policy calls for capacity
development at all levels, giving due weight to past efforts and experiences as also for cooperation
with national and international agencies, and synergy across the sectors for DM (Govt of India, 2009,
p.7). The National Policy clarifies that NDMA will deal with only natural and manmade disasters.
However, the National Crisis Management Committee (NCMC) will continue to deal with all other
emergencies, which require the participation of security and intelligence agencies. Emergencies
related to terrorism, law and order, air accidents, CBRN weapon systems, mine disasters, port and
harbour emergencies, hijacking, a spill of oils within maritime boundaries, fire in the forest etc., come
under this category (Govt of India, 2009, p. 9).The National Policy also covers other important aspects
such as maintenance of mitigation reserves at crucial locations; role of Armed Forces, NDRF, Central
and State Police Force, Fire Services, Civil Defence, Home Guard, (SDRF), National Cadet Core
(NCC), National Services Scheme (NSS), and Nehru Yuvak Kendra Sangathan (NYKS); and
international cooperation (Govt of India, 2009, pp. 25-26)

The National Policy also contains comprehensive instruction on disaster prevention and
mitigation to include, risk assessment and vulnerability mapping, monitoring and ensuring safety
standards for critical structures, such as dams, roads, bridges, flyovers, railway lines, power stations,
water storage towers, and other civil utilities. It also covers aspects related to institutional, legal and
financial arrangements and techno-legal regime. The policy also contains aspects related to response
relief and rehabilitation, reconstruction and recovery, knowledge management and dissemination,
and research and development (National Policy,2009). As per the mandate of the DM Act, detailed
guidelines for the management of various disasters have been issued by NDMA. These guidelines
pertain to the preparation of state disaster management plans, and management of all natural, CBRN
and industry related disasters. These elaborate guidelines have been issued over the course of
intense deliberations and consultation of one decade, commencing from 2007. List of some of these
guidelines is givenin NDMP 2016 (Govt of India, 2016, p.151).
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After due deliberations, National Disaster Management Plan (NDMP) prepared by NEC, was
approved by NDMA in May 2016. The NDMP 2016 is a very exhaustive and ambitious plan. The
priorities and targets of the Sendai Framework have been completely factored into the plan. It is
dynamic in nature, and open to amendments. Themes and responsibilities for all aspect of DM in
respect of all the disasters including cyclones and winds, floods, urban flooding, earthquakes,
tsunami, landslides and snow avalanches, droughts, cold wave and frost, chemical (industrial)
disasters, nuclear and radiological emergencies, and fire have been elaborated in the NDMP.
Respective nodal ministries/departments of central and state govt. are required to prepare a detailed
risk mitigation plan and ensure implementation (Govt of India, 2016, pp. 34-89). The NDMP also
covers national profile for various hazards, risks, and vulnerabilities. It has also designated the
agencies (ministries/ departments) responsible for early warning for specific hazard as also, for
coordinating disaster response at the national level (Govt of India, 2016, pp.97-98).

As per the National Policy, primarily, states are responsible for disaster management including
response to disasters. However, central assistance is rendered on a specific request from the affected
state govt. The MHA is responsible for disaster response in Union territories (UTs). Central Agencies
also get involved directly where Govt. of India has primary jurisdiction, such as international
assistance for responding to disasters in high seas, taking help of international agencies for assessing
the impact of disasters and providing financial help from the National Disaster Response Fund to
states. As per the stated national policy, India considers itself self-sufficient to deal with any kind of
disasters, hence does not require any foreign assistance. India never appeals for disaster response
from other countries. However, volunteer assistance as a goodwill gesture from a foreign country is
considered by the MHA, and if accepted, the same is routed in consultation with govt of the affected
state. Assistance offered by UN agencies is evaluated by the NDMA/MHA, keeping in view the need
for the same. If the need is felt, the nodal ministries/departments of Central Govt and the govt of the
affected state coordinate the UN relief efforts (Govt of India, 2016, pp. 101-104).

Some of the measures for disaster risk governance envisaged in NDMP 2016, fall under short-
term, which is to be completed within five years, some under medium terms, required to be completed
within ten years, and some under long-term, for completion within 15 years. However, some of these
measures may be implemented simultaneously. Similarly, recovery from disaster is also envisaged in
three stages. Activities related to early stage of recoveries such as cash for work programme,
resumption of economic and commercial activities, construction of temporary shelters and
resumption of social services, are required to be completed within 3 to 18 months. Recovery of
livelihood and re-construction of houses and other critical infrastructure which may take up to five
years, come under midterm recovery stage. Long-term recovery stage entails dovetailing DM
measures in developmental plans which may take up to10 years for implementation (Govt of India,
2016, pp.116-124).

As far as the financial aspects are concerned, provisions for disaster response funds and disaster
mitigation funds have been made at national, state and district level (Govt of India, 2005, p. 23). State
Disaster Response Fund is used to meet the expenditure for response and recovery by the state
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govts., during and post disasters. However, assistance may also be provided from National Disaster
Response Fund, if need be. States may also utilise 10% of State Disaster Fund for capacity
development (Govt of India, 2016, pp. 137-138). In spite of clear provisions for National Mitigation
Funds in DM Act 2005, the same has not been notified as yet. The fourteenth Finance Commission is
silent about this fund. However, for meaningful mainstreaming of disaster risk reduction (DRR)
measures, separate mitigation funds are essential at the centre and state level. As of now disaster
response funds are used for response, relief and recovery only, and cannot be used for disaster
preparedness, mitigation, restoration and reconstruction (Govt of India, 2016, pp. 139-141).

Presently DRR in India is being carried out through various plan schemes undertaken through
ministries/department of Central Govt. and states govts. The schemes are dedicated and aimed at
prevention, mitigation and capacity building etc. Some of these schemes are: strengthening of Fire
and Emergencies Services, and Administrative Training Institutes (ATIs) and other training institutions
for DM funded through MHA; Integrated Coastal Zone Management Scheme of Ministry of
Environment, Forest and Climate Change (MoEFCC); Flood Management and Forecasting
Programmes of Ministry of Water Resources (MoWR; DM Support Programme of Department of
Science (DoS);Tsunami and Storm Surge Warning System Project of Ministry of Environment
Science. The National Cyclone Risk Mitigation Project and The Coastal Risk Reduction Project of the
World Bank; are being implemented through NDMA. DRR is embedded in many other programmes
and project which are being implemented by various ministries/departments. Social schemes such as
Mahatma Gandhi National Rural Employment Guarantee Scheme (MGNREGS) and the Urban
Renewal Mission have embedded DRR to improve community resilience. For reconstruction after any
disaster, Central Govt. ensures increased outlay of funds for building back better (BBB) (Govt of India,
2016, p. 142). A study conducted by the International Institution of Environment Development
concluded that MGNREGS did bring in absorptive, adaptive and transformative resilience to rural
households of cyclone-prone areas of Andhra Pradesh. The study further brings out that if other
climate risk management programmes to create assets such as shelter belts and mangroves by
Forest or Horticulture Department, are also integrated with (MGNREGS), it will further enhance
effective mainstreaming of DRR into the social schemes (Steinbach, etal.2016, pp. 5-6 & 151).

After five major disasters between 2013 and 2015, that is Uttarakhand Floods, Cyclone Phailin,
Cyclone Hudhud, Floods in J&K and Chennai, World Bank as part of DRR measures did a quick
damage assessment to ascertain the recovery course. Subsequently, recovery and reconstruction
projects incorporating long-term resilience and emergency response capacity are under
implementation. Besides these programmes, world bank-supported projects have also been
undertaken for recovery and reconstruction of infrastructure damage during Kosi River flood in 2008,
and for development of Kosi Basin to increase resilience to floods and to enhance agriculture products
and productivity along the basin in Bihar. World Bank is also supporting a knowledge creation and
management programme for five states to include Andhra Pradesh, Gujarat, Orissa, Tamil Nadu and
West Bengal (World Bank, 2016).

For proper control and coordination two National Emergency Operation Centres (NEOCs) have
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been established. NEOC1 is under MHA, and NEOC2 is under NDMA. State and district emergency
operation centres, agencies earmarked to provide early warning, NDRF, Integrated Defence Staff,
Central Armed Police Forces and MEA is connected to these NEOs. Elaborate guidelines have been
issued by NDMA for Incidence Response System, and Information and Communication System in
2010 and 2012 respectively, to ensure robust command, control and coordination system (Govt of
India, 2016, pp.95 & 151).

Findings of the Study and Policy Recommendations

The perusal of NDMP 2016 reveals that it enables scalable implementation and vertical and
horizontal integration of all govt. agencies right from Central Govt. to panchayats and urban local
bodies. However, the plan was criticised by Chakrabarti immediately on its release, through an article
in Hindustan Times. He brought out that the national plan has many drawbacks. Firstly, the plan lacks
clear and implementable roadmap, besides being too generic in identifying the activities required to be
undertaken by both central and state govts for DRR, risk governance, preparedness, response,
recovery, and reconstruction. Secondly, the plan does not provide a specific timeframe for the
implementation of these activities. The time frame is vaguely mentioned in terms of short, medium,
mid- and long-term basis. Thirdly, there is no mention of funds and their sources, required for these
activities. He also brought out that the plan lacks a framework for its monitoring and evaluation. As per
him the plan was hurriedly prepared to ward off the criticism by Supreme Court for undue delay in
formulating the same. He further commented that, though the plan is aligned with the Sendai
Framework but does not specify its goals and targets to achieve the goals and targets of the Sendai
framework (Chakrabarti, 2016). To alarge extent, these are very valid issues.

While NDMP, 2016 was under preparation, many states had already prepared SDMPs. Study
report of a research initiated by Climate Development Knowledge Network (CDNK), to assess the
state of SDMPs of five states mentioned earlier, brought out that the SDMPs adequately cater for
response aspects of disaster management, but lack prominence and role clarity for disaster risk
management (DRM), DRR, and disaster resilience. The report also indicated that in spite of legal
mandate accorded by DM Act 2005, fund constraints for DRR prevail across all the states, which need
to be addressed. Public-private partnership (PPP), and provisions for risk transfer mechanism as an
alternate source of funding are also not catered in the SDMPs. These plans use the Vulnerability Atlas
of India, which though, helps identification of exposures in terms of geographic area, but falls short of
determining the socio-economic vulnerabilities, which are also considered essential inputs for DRM.
SDMPs have also not included the aspects related to climate change. The Sendai Framework has
also not been factored in these plans. However, the study also appreciated various measures initiated
by these states to address these shortcomings (Bahadur, Lovell, and Pichon, 2016).

The minutes of roundtable conference organised by VIF and PPF, on India's disaster response
mechanism brought out that existing disaster management framework does not allow private
organisations to link their corporate social responsibility (CSR) funds with the DM funds legally, which
results in non -utilisation of these funds. Many other shortcomings pertaining to disaster response
including neglected state of Civil Defence and Fire Services, organisational deficiencies of NDRF in
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terms of specialised training and equipment, lack of involvement and integration of Armed Forces in
planning during preparedness stage, and lack of preparedness for handling mass casualty events
(MCE) were highlighted in this conference (VIF and PPF, 2016). A report on governance and legal
compliance regarding 2018 Kerala Floods, conducted by Special Centre for Disaster Research at
JNU, in collaboration with NIDM, brought out many shortcomings on preparedness and DRR
measures in developmental activities, including lack of preparatory technology drills, improper dam
management, inadequate preparation and maintenance of database, inadequate capacity
development, inadequate disaster warning and dissemination system, lack of social inclusion and
most importantly blatant neglect and defiance of orders and reports of the highest ecological,
judiciary and audit authorities (Singh et al., 2018).

Notwithstanding, the NDMP was presented during UNISDR meet at Cancun, Mexico in May
2017, which was attended by 176 countries, 50 ministers from various countries and seven head of
the states. The head of communication at UNISDR, Mr Mc Clean remarked that India is the only
country which has prepared a national plan, and has drawn out strategies at national and state level
for disaster risk reduction in accordance with Sendai Framework, (Thakur, 2017). Champions of the
Earth award received by Indian Prime minister from UN General Secretary Mr Antonio Guterres on 04
October, 2018, is a testimony to national commitments and initiatives towards making disaster
resilient country. By and large, India has made result-oriented efforts for compliance of Yokohama
Strategy, Hyogo Framework, and Sendai Framework. Few climate resilient programmes initiated
under UNISDR, India, are under implementation. These programmes include Climate Resilient Water
Management (CRWM) (Javes, et al., 2018) undertaken by Action on Climate Today (ACT) for five
South Asian Countries including India, Cool Roofs Program for Indian Cities under the aegis of Natural
Resources Defence Council (NRDC) (Jaiswal et al., 2018) and a programme for Role of Waterways in
promoting Urban Resilience for Kochi city (Aziz, et al., 2018), etc.

India has come a long way from purely relief-oriented disaster response to multi-dimensional and
multi-sectoral disaster management, for all type of disasters. Having legislated a robust institutional,
legal and financial framework for holistic disaster management the country has accelerated its pace
for disaster reduction, mitigation and disaster risk management. However, a lot remains to be done in
order to make the country disaster resilient. It is essential that the disaster management plan at all
levels from national to panchayats and urban local bodies are aligned to Sendai Framework to give
desired impetus to disaster risk reductions. The entire framework should be reviewed to identify
shortcomings in all the stages of disaster management cycle, objectively, keeping in mind the
feasibility, and practicality aspects in the implementation of plans, including the availability of funds, to
make the country disaster resilient. More importantly, political and institutional inertia should not be
allowed to make the effective disaster management to degenerate into captivity. Better coordination,
avoidance of duplicity and overlap of responsibilities, and accountability mechanism across all
measures is a must for holistic disaster management. It is also an urgent need to develop public-
private partnership modalities for disaster management as an alternate source of funding. Also, risk
transfer mechanism and insurance schemes should be instituted to support funding for risk reduction.
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Training on DRR to officials engaged in DM at all levels is very important and must be imparted to
make them understand the process of mainstreaming the DRR in developmental projects. Risk
identification and assessment is another important aspect of DRR. Hence more focused efforts are
required to understand the vulnerabilities and exposure in a given social, economic and political
environment.

Early warning, forecasting and monitoring are very important for an effective and efficient
response to any disaster. In India, the early warning system for some natural disasters, are in place.
Efficacy of the cyclone warning system has been put to test during recent cyclones and has been
found reasonably useful. However, with the availability of state-of-the-art technologies including
space and information and communication technologies, the disaster warning system (DWS) can
become more accurate in terms of time, location and likely duration of disaster as also the extent of the
damage. Last mile connectivity and delivery of warning and forecast information in a language and
format, which can be understood by the affected community, must be ensured. No effective early
warning for earthquake could be developed so far, across the world. However, Chinese and Japanese
scientists have tried to develop an earthquake early warning system through abnormal animal
behaviours (Vasudeva, 2017, pp. 969-974). India should also step up research to build upon old
traditional wisdom for disaster warning and management. Lastly, climate change is taking a heavy toll
on humanity and its all associated sphere. Recently, apart from Kerala floods in August, 2018,
glimpses of erratic climatic conditions were more than visible in May 2018 when hundreds of people
lost their lives and thousands were affected due to storm and lightning across the country. Hence
making the country climate resilient is urgently needed. DM plans at all levels must include and
support DRR initiatives for making the communities in both urban and local areas climate resilient. In
this regard, Prime Minister's Agenda10 for India's Disaster Risk Management Roadmap to Climate
Resilientand Sustainable Development is laudable and must be made to see the light of the day.
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Role of Governor in Center-State Relations:
Change in Trends
Ravideep Badyal* and Vinod Kumar**
ABSTRACT

Federalism means distribution or division of power between the centre and the states. This
distribution of powers makes the federal government more transparent, accountable and close to the
public at large. In the federal form of government two authorities have to play the important role as
head of the Union and the State that is President and Governor. Out of these two, governors of the
states have a significant role to play in the federal form of government. Governor has to play a very
positive and vibrant role in federalism. Governor has dual responsibility in the federal form of
government and he has to fulfill his/her duty with high scrupulous attitude and should be very rectitude
towards its obligations. Governor is “Constitutional Head” and “Manager” of the affairs of the State and
he has to maintain proper peace and security in the state and also has the prime responsibility to act as
an intermediary between the Centre and the State governments. But somehow these powers are
indirectly motivated by the mechanical approach of the authorities whereby they only use the position
of governor to satisfy their political vendetta. The position of governor in India is not secured by the
Indian Constitution but by a political will of the government. Therefore, the office of governor needs
some independence and protection to justify the principles of justice enshrined in our Constitution.
This paper will be highlighting the lacunas present in the current position of the office of governor and
will also provide some guidance to make this authority more independent an efficient for future
administration.

Keywords: powers and role of Governor, center-state relations, federalism.

Introduction

Federalism means distribution or division of power between the Centre and the States. This
distribution of powers makes the federal government more transparent, accountable and close to the
individual or public at large. According to the K.C. Wheare, “there are some federal principles that
make a country federalist and establish a federal form of government.” He stated that (a) both the
governments, that is Union and State government should have their own independence so that they
can make decisions without dependence on each other without any coercion or force, (b) both the
governments should act in their own limited sphere and they must not transgress the field of one
another and (c) both the governments should co-ordinate with each other. If a country has all these
three principles then we can say that a country is federal in structure. In the federal form of government
two authorities have to play the important role as head of the Union and the State, thatis Presidentand
Governor.

* Assistant Professor, Department of Laws, GNDU, Amritsar, Punjab, India
** Assistant Professor, St. Soldier Law College, Jalandhar, Punjab, India
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Out of these two, Governors of the States have a significant role to play in the federal form of
government. In India, as K.C. Wheare stated that we have Quasi-Federal government because the
State governments are subordinate to Centre Government and in the case of emergency the whole
powers rest with the Union. For that reason, Governor has a very limited role to play in the emergency
situation. Governor is an important authority in the federal form of government and he is an
intermediary between the Centre and the State. Center-State relations are very much dependent
upon the role of Governor. Firstly, Governor is a “Constitutional Head” and “Manager” of the affairs of
the state and he has to maintain proper peace and security in the state. The state government
performs its functions on the behalf of the Governor and in that case Chief Minister and its cabinet
does everything under the authority of the Governor because they represent the Governor in their
each and every action. Secondly, Governor is also an agent of the Union Government and an
intermediary between the Centre-State relations and he has to operate as a connection between the
Union and State during the crisis in administration or affairs of the state. He has to play a pivotal role
while performing in these conditions.

There are some differences between the position and role of the President and the Governor:

i.  Presidentis indirectly elected by the people through their representatives and Governor is

appointed by the President with the aid and advice of the Union Government.

ii. Theremoval of the President takes place through the impeachment procedure by passing a
non-confidence motion in any house of the Parliament but the removal of the Governor
depends upon the pleasure of the President.

iii. President appoints many state officers under his authority but Governor has no authority to
remove any official from the office.

iv. President also has diplomatic powers but no such powers are given to the Governors of the
States under the Constitution of India.

After analyzing the differences between them, the role of Governor is still silent in Indian
federalism because states are dependent upon the Union government. If there is a breakdown of
constitutional machinery then Governor has an obligation to submit the report to the executive and to
give the proper report about the conditions of State from time to time to the President of India. After that
Governor has no other role to play but only to provide continuous information regarding the position of
the social order of the state. In India political parties are trying to control the authority of the Governor;
and Governors in many states also mingle in politics. Precedent is already well settled that every new
government appoints the state Governors according to their whims and fancies under the authority of
the President.

Governor was very powerless during that regime of single party ruling (Congress rule) and the
congress party dictated its own terms and conditions and wanted every public official to run his office
according to the desires of the Congress. Sarojini Naidu during her stint as Governor of Uttar Pradesh
also considered herself as a bird in a golden cage. Similarly, Dr. Pattabhai Sitaramaya who was the
Governor of Madhya Pradesh from 1952-1957 also considered that they didn’t have any power except
making the late night reports of the Nehru administration and Nehru stated that the role of the
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Governor is to make people happy, satisfied and joyful and nothing else. Sri Prakasa and Vijaylaxmi
Pandit Governors of Madras and Maharashtra respectively under the Nehru regime observed that the
office of the Governor is not so important and it is totally redundant and they demanded to abolish the
office of Governor. Professor K.V. Rao stated that the powers of Governors were undermined by
Nehru because of the single party existence in India at that time.

The political parties were trying to capture the spirit of the office of the Governor and dictate their
own terms without any compliance with the provisions of the Indian Constitution:

When the Chief Minister was from the opposition party the Governor considered
himself as the agent of the Centre and when there was government by alliances
then the position of Chief Minister was rendered incompetent. This has resulted in
the fastidious and adamant behaviour of the Governor which became disputable
and debates were taking place on the constitutional powers and role of the
Governor in federalism of India.’

All these powers are derived from the Government of India, 1935 in which Governor was having
the supreme position and authority and he had to discharge his powers under the name of the
monarch but there was one condition also that he has to take the assistance of the Ministers in Council
before using his authority exceptin the case of discretionary powers. The main problem with the role of
Governor is that on one side, he has to work independently without the interference of the state
government but on the other side the appointment of the Governor is not secured because it totally
depends upon the satisfaction of the Union government and removal upon the pleasure of the
President. This problem has to be solved immediately so that the office of the Governor is secured and
becomes more independent. Role of the Governor should be more effective and vibrant under the
federal structure of India. Otherwise, state governments will start dictating their own terms to the
Governor.

How we can maintain the independence of the office of the Governor? How the role of the
Governor should become more effective and powerful? The researcher is this paper will try to resolve
these problems or suggest some reforms for the betterment of the federalism of India.

Governor is an employee of the Union government and he has only neutral role to play in Indian
political structure and he should keep himself away from the state politics and any pecuniary or other
benefits.

Does the election process enhance the independence of the office of the Governor? Does the
removal of the Governor on the basis of the doctrine of pleasure is an effective one? These are certain
questions which have to be answered to maintain the standard of Governor's office.

Intentions of the Framers of the Indian Constitution

During the Constituent Assembly debates earlier it was held that Governor should be directly
elected through the election procedure but later on the idea of elections was dropped.”? Assembly
stated that there would also be friction between the Governors and popular ministries. The decision to
not elect the Governors and appoint by the nominations would maintain the efficiency of the office of
the Executive:®
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It was held by the assembly that it might have some detrimental effects on the federal
structure of India by centralizing it further. Nehru has partly favored the concept of
nominated Governors because he was of the opinion that it would help the Union to be in
touch with the States and would eliminate the possibility of separatist tendencies.*

During the assembly debate, Alladi Krishnaswami Ayyar stated that if we consider election
process for the appointment of the Governor then political parties will start to rally for the elections of
the Governors and this would give rise to the elections of the Governor which would become
politicized which is not good for the harmony between the legislature and executive.

Dr. B.R. Ambedkar made an amendment and on the behalf of the drafting committee stressed
upon the appointment of the Governor by the Executive and not by the election process because it is
not necessary for the appointment of Governor as elections lead to more investment. He also
expressed that it will enhance the troubles for the country and also the election process is purely
ornamental. So, he supported the process of nomination. 'Everybody supported the amendment
made by the Ambedkar.”

Recommendations of Sarkaria Commission's Report, 1988 on Center-State Relations

Sarkaria Commission was constituted in June 1983 by the Union government to check the
connection or relationship and proper balance of powers between the Union and State governmentin
the federal structure of India and to give proper suggestions or recommendations for the necessary
changes within the structure of Indian Constitution.

The head of this Commission was Justice Rajinder Singh Sarkaria and because of this, the name
of the Commission was named as Sarkaria Commission. The other two eminent members of the
Commission were Shri. B. Sivaraman and Dr. S.R. Sen. Lot of studies, research and discussions were
held to examine the relationship between both the governments and finally a report of 1600 pages was
submitted to the Central government at that time. In this report of Sarkaria Commission total 247
recommendations in specific areas were passed by the said Commission and during the whole
examination or research, Commission also discussed the role of Governor in Center-State relations.
The main emphasis was on the role of Governor and provision of 'proclamation of emergency in the
case of breakdown of the functionality of SupremalLex'.°

The Commission stated three vital roles of the Governor in Indian Federalism developing out of
the provisions of the Indian Constitution under Chapter IV of the report which are:

a.  Tooperate normally under the parliamentary system of Indian democracy as the Head of
the Constitution in India.

b.  Tomake animportantlinkage between the Federal and State Government.

c. To work as a representative of the Union Government in peculiar areas 'during the
ordinary circumstances" and 'during the abnormal conditions or circumstances also'.’

"The power should be exercised in the general interest of the society or community and for the
purpose of welfare of the public at large and it is not meant for any personal benefits'.’ Former
President Dr. APJ Abdul Kalam also expressed that the office of the Governor has been bestowed
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with high degree of independence and he has to maintain this independence by not associating
himself in the day to day politics of the country. The Sarkaria Commission laid down the following
recommendations:

a) During the time of the selection of the Chief Minister of a State when the proper majority
doesn't exist then, Governor should appoint a leader, who, in his sound judgment is most
likely to command a majority in the assembly.

b)  The dismissal of the Chief Minister should not be held on the grounds of “subjective
satisfaction” but on the test of the majority.

c) If the case is related to the dissolution of the Legislative Assembly then in this particular
case, the power should reside with the people of the state to settle the matters
themselves and before dissolving the assembly; he should consult the leaders of the
political parties and Chief Election Commissioner if he wants fresh elections.

The whole recommendations of the Sarkaria Commission were based on the specific situation
when the single party in a particular State fails to obtain the proper or absolute majority to form a
government and 'order of preference directly comes under the authority of the Governor and this order
of preference should follow in selecting a Chief Minister."

Punchhi Commission on Center-State Relations, 2007

After the first Commission on the Center-State constituted under the headship of Justice Rajinder
Singh Sarkaria, the second Commission on the Center-State relations was appointed on 27th April
2007 comprising of four members headed by Justice Madan Mohan Punchhi. The other three
members of the Commission were Dhirendra Singh and VK Duggal (Former Home Secretaries) and
eminent Professor N.R. Madhava Menon (Former Director of National Law School, Bengaluru). In
addition to these names, one more name was included later on and Dr.AmareshBagchi (Professor
Emeritus and Former Director of National Institute of Public Finance and Policy, New Delhi) became
the member of the Commission. The Commission submitted its report on the Centre-State relations on
30thMarch 2010.

After the Sarkaria Commission lot of new developments had taken place due to the open market
and globalisation and new challenges were developed in the country. The political and economic
structure of the country has undergone many changes and new challenges have come out before the
Government of India at various levels. So, Government wanted to make a fresh look regarding the role
and responsibility of the Union and State Governments. Commission was appointed to examine the
Centre-State relations and provide contemporary suggestions or recommendations for the better
smoothening of Indian federalism.

In the report of this Commission under Volume Il (Chapter V), role of Governor has been
discussed by the Commission in which they articulated the expressions of Dr. B.R. Ambedkar that
'Governors of India don't have any functions to perform in real sense under the Indian Constitution but
they have only duties or responsibilities to perform which are of obligatory nature rather than utilizing
the powers independently.’

Governor has no power to overrule the particular decisions of the ministry and
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undermine the role of the government but he is bound to take the aid and advice of the
council of ministers and has to fulfil his duties in accordance with the aid and advice of the
ministers."

The key recommendations of the Commission are as following:

a)

The commission recommended the “localizing emergency provisions” during the
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situation of emergency due to the 'failure of constitutional machinery"* in which a district
or districts be brought under the rule of the Governor instead of the whole state and time
period for such emergency should not be more than three months.

Another proposed recommendation was to give the right to sanction to the Governor
against the opinion of the Ministry of appropriate governmentin case of the prosecution of
aminister.

The nominee for the appointment of Governor has moral and social obligation not to
participate in the active politics at any level including the local level for at least a couple of
years before the appointment.

The commission criticized the arbitrary dismissal of the Governor without any reasonable
cause and stated that this practice should be stopped because Governor is not a political
football to play with.

Commission recommended that the tenure of the Governor should be five years and can
be removed through the impeachment procedure in the State Assembly. They also
recommended that before the appointment of the Governor, the Chief Minister of that
particular state should be consulted by the authorities.

The recommendations of the Commission were also there regarding the ‘appointment of
Chief Minister™ during the situation of hung assembly and they laid down certain
guidelines for the same. They observed that the order of precedence should be followed
during the problematic situation where the single party of a state in elections is unable to
obtain the proper majority. Therefore, Governor of a state can sort out the dispute of hung
assembly by exercising his powers in good faith by inviting the political party having the
largest pre-poll alliance commanding the largest number of votes or the party having the
leading majority an individual capacity should be given preference as compared to others
with the support of the other political parties or 'Post-electoral coalition can be taken into
consideration in which all the parties joined together to form a government.™ This is one
of the main precedents that Governor has to follow in the case the formation of the
Government having no proper majority in the Legislative Assembly or he can recommend
'Any alliance after the elections with few political parties who are willing to join the
government and the parties those are left behind as well as independents supporting
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outside.

It is very difficult to establish the doctrine of pleasure that what things has to be calculated under

the doctrine of pleasure but in India “doctrine of pressure

»16 »

is being followed by the President with the
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aid and advice of the Council of Ministers instead of the doctrine of pleasure.

The recommendations are still not implemented by the Indian government in any manner.
Commission has recommended new changes regarding the role of Governor but hearing of the
governmentis still pending upon these relevant suggestions.

Functions of Governor as Constitutional Head

The office of Governor is permanent as long as the parliamentary form of government or system
exists and question regarding the abolition of this office will never arise in this particular system. We
cannot drive out the Governor because there are responsibilities and obligations that have to be
fulfilled by the executive during the critical conditions in State either by the President or Governor:

In the Parliamentary form of government, Council of Ministers changes from time to time
because of the loss of the confidence in the legislature and dissolution happens. In this
situation, the role of Governor comes into picture and he has to play an importantrole as
Constitutional Head for the better administration of the State and to execute formal acts
in relation with the outside world and this has to be maintained as well as continued by
the Executive i.e. President for the Union and Governor for the State.""

The word 'Constitutional Head' has its own meaning and it states that the Governor of the state
won't participate in the administration of the state. He has a prime responsibility to keep a check on the
administration of the state and on the state government for every action of the state politics. Governor
cannotinterfere in the active politics of the state government.

Governor has two major functions with regard to his position as Constitutional Head:

I To support, encourage and caution: Governor of the State has a primary function to
support the Council of Ministers in every legitimate action taken by them for the
betterment of the state administration. For the better services of the State government,
Governor must encourage the Council of Ministers. Further, in the case of any detrimental
conditions which can affect the Constitution or in the case of social disorder in the State.
Governor also has a prime responsibility to warn the Council of Ministers to maintain the
peace, order,and stability in the administration of the State.

Il Right of Apprisal: 'Chief Minister as head of the Council of Ministers has an obligation to
communicate all the decisions regarding the management or supervision of the state
affairs, legislative or executive.” 'If some information is required by the Governor on any
decision taken by the Council of Ministers headed by Chief Minister then Chief Minister
has to submit the report regarding that required information being the head of the state
government.” So, here Governor has the power to ask the government regarding the
affairs of the State.

Chief Minister is a powerful authority and Governor cannot do anything to him because he is
backed by a strong majority in the legislative assembly. This makes the Governor helpless and
powerless. The word 'duty’ is used in this Article-167 of the Indian Constitution which puts an obligation
on the Council of Ministers to furnish but as we all know that duties are not enforceable by any Court of
Law in India.
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Here, the question arises regarding the position of the Governor. The answer is very simple with
due respect to the Indian democracy that everything depends upon the personal relations between
the Chief Minister and the Governor.

Governor's Role in Law Making Process

Governor has a very limited role in the lawmaking process in state administration. 'Governor has

to take a decision to assent the bill or to withhold the bill for his own consideration or keep the bill with
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himself for the consideration of President.”" If the Governor takes the decision to assent the bill then he
has to do it as soon as possible but he may also return the bill to the legislative assembly or to the
legislative council for reconsideration. No time limit has been defined for the Governor to assent a bill
but for the betterment of the state administration, Governor should not reserve the bill for a long time.
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Time limit is not necessary for granting the assent to the bill by the Governor.” Similarly, 'Governor is

not answerable to any Court of Law in case of reserving the bill for the consideration of the President.”
'He also has the power to reserve the bill for the assent of the President in following cases:
a. 'Where Governor thinks that if the bill becomes law then it would prejudicially affect the
powers of the High Court."”
b.  'Where the bill is related to the imposition of taxes on the water, electricity etc. that cannot

be passed without the consideration of the President."”
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c.  'Wherethe billis a money bill during the case of a financial emergency.

In the above-mentioned situations, the Governor has an imperative obligation to withhold the bill
for the consideration of the President and it is a must. "'When the bill is withheld by the Governor then
President has to declare either that he assents the bill or that he withholds.™

Punchhi Commission also criticized this power to withhold the bill by President and the
Commission observed that six months period should be applied in the case of assenting or reserving
the bill because no time period has been prescribed in this Article-201 regarding the assent or withhold
ofthe bill.
Ordinance Making Power of the Governor

Ordinance making power is a unique and important feature of the Indian federal structure.
'President and Governor both have an ordinance making power when both the houses of Parliament
and State Legislative Assembly or Legislative Council as the case may be is not in session.” 'Further,
if President or Governor, as the case may be, is satisfied that there are necessary circumstances to
take animmediate action and in that case President or Governor, as the case may be, may promulgate
ordinances for the social order or administration of state.” 'During the exercise of this power
appropriate authority is bound by the aid and advice of the Council of Ministers and satisfaction
doesn't mean personal satisfaction of authority.”" 'It can also serve the purpose to unlock the deadlock
between the political disorders." It has validity for the period of six weeks from the date of reassembly
ofthe legislature and he can withdraw the ordinance by himself before the expiration period."
Judicial Functions of Governor Vis-a-Vis Power to Grant Pardon

'‘Governor of a state can exercise its power to grant pardon, to halt the conviction during the period
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starts from the conviction till the disposal of the mercy petition or provide remission of the punishment
or can suspend or commute the punishment of any person convicted under any law of the state.™
'Governor of the States has the power to grant pardon to the prisoners within the state jails and
extraterritorial operation is not valid in this case.”™ 'The clemency power of the Governor is subjected
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to judicial review on reasonable grounds." 'Governor is bound and not sovereign with respect to its

clemency power and he himself cannot exercise such power without any concern with the Council of

Ministers."’

Discretionary Powers of the Governor
a) Administrator of Union Territories: In this particular case, Governor has no concern with

the State Government and he has the power to perform its functions without any
pressure and interference of the State Government. 'In this case, Governor has
discretionary powers to his functions against the ministerial advice.” 'Agent of the Union
is necessary to promote the national integration and strength and to maintain the
national measures in the administration of the state.”

b) Special Provisions with regard to the Certain States: 'Governor has an important role to
play in the State of Maharashtra and Gujarat."’ He has the sole responsibility to act upon
the directions of the President 'to constitute separate development boards for Vidarbha,
Marathwada and for the rest of the Maharashtra and similar boards in Saurashtra, Kutch
and rest of Gujarat."" Governor also has prime responsibility 'to make proper equilibrium
while allocating the funds to these special areas for the development purpose."

c) Appointment of Chief Minister: 'Governor appoints the Chief Minister of the State."* But if
the case is related to the “Hung Assembly” where no political party enjoys the proper
maijority then the Governor may appoint such person as the Chief Minister whom he
thinks fit to form and run a government.

d) Power to Dissolve State Assembly: Governor has the power to dissolve the state
Assembly if the Constitutional Machinery fails in that particular State or where State
governmentis not able to perform its functions or resigns from the legislative assembly.

Governor and Failure of Constitutional Machinery

The expression “failure of Constitutional machinery” is nowhere defined under any Article of India
Constitution. This expression is very absurd or ambiguous. What are the limitations of this expression
and in which situations, this emergency can be imposed by the President on the report furnished by
the Governor? The expression has no definition or scope. Even Dr. B.R. Ambedkar also expressed his
opinion on this emergency provision and stated that we hope that this provision would not be put into
operation by any government and may remain as a dead letter and nothing more than that. Prof.
Shibban Saxena also observed that imposition of Article-356 of the Indian Constitution degrades the
State autonomy which is not good for the federal structure of India democracy. Similarly, Pandit H.N.
Kunzru (Member of Constituent Assembly) also expressed that the petty instabilities in the State
legislature cannot attract this provision and if President of Union imposes this provision on this
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irrelevant matter then itwon't be justifiable.

This provision of Article-356 of Indian Constitution has been derived from the Section-93 of the
Government of India Act, 1935 in which Governor had the power to impose the emergency and take
the whole mandate under his authority if the provincial government doesn't act according to the said
provision and after the satisfaction of the Governor, the emergency can be imposed.

Under this provision, itis stated that:
'on the receipt of a report made by the Governor of the State if President becomes
satisfied or “otherwise” which means other than the submission of the report of the
Governor if President thinks fit that State government is not able to perform its
functions according to the provisions of the Constitution then State emergency can
be imposed by the President with the consultation of the Council of Ministers."

"The proclamation of emergency has effect for two months unless approved by both the house of
the parliament.”*'If Parliament approved the resolution then the time period for the proclamation of the
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emergency would be one year and can be beyond the one year if needed.”™ But proclamation shall not

continue after three years because maximum period is three years if the conditions are more critical."”

Earlier the time period was two months but after the 42nd Constitutional amendment, it has been
increased to six months and subsequently the time period has been increased further beyond one
year after the 44th Constitutional amendment.

'Because the satisfaction of the President doesn't mean his personal satisfaction but the
satisfaction of the Council of Ministers as well and he is bound to consult the Council of Ministers
before taking any necessary action in any part of the Country."

The proclamation shall be made by the President and thereafter President will take the absolute
mandate to 'exercise the power in regard to a particular state and can also perform the functions of the
concerned state government.” Or to 'declare that Parliament of India can make laws on the State
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subjects for the people of the State or he can also make laws under his own authority™ or 'to make any

other necessary law which he thinks fit to achieve the purpose of the proclamation. He has the power
to suspend wholly or partially any provision of the Constitution for the time being.”'

In this proclamation Governor acts as an “agent” to the central Government. Governor has to
submit the reports on the peace, law, and order or administrative affairs to the Union or the President
for further action and Governor has to be very neutral. Administrative Reforms Commission, 1966 laid
down certain requisites for the proclamation of emergency in States:

Where the case is related to the “political breakdown” in the State which means that State
government has resigned from its office and no fresh government or coalition government has been
formed in the States after the new elections.

l. Where the State government doesn't perform its functions in compliance with the
provisions of the Constitution and there is a violation of the Constitutional provisions
continuously by the State government.

ii. Where State government doesn't act in accordance with the directions issued by the
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Union government from time to time.

ii.  Where there are serious charges of malpractice, maladministration against the State
governmentorin case of any disruptive activities by the separatists or terrorists.

iv.  'Where the problem of law and order arises within the state and it is difficult for the State
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governmentto act upon.

153

v.  'Where there are continuous defects and change in allegiances of the legislature.

"The union government cannot transgress its limits as provided under Indian Constitution of India
merely on the ground of political instability but it can be transcendent where the violation of the
Constitution takes place.”™

The role of the Governor during the state emergency should be very neutral and not arbitrary. He
must follow the moral grounds while making any report on the matters of the failure of state
administration and he must consider all the relevant issues before recommending it to the President of
India because sometimes it happens that out of the personal grudges, power has been misused by the
authorities which are not good for the stable and efficacious democracy in any country.

If we delete this provision then maybe state governments would start acting like a dictator also
and it should be imposed during the relevant breakdown of Constitutional machinery but deletion in
toto is not good for the Indian federal structure.

'"This power also leads to the judicial review if the emergency has been imposed on the
failure on the part of the state government and “floor test” has been laid by the Supreme
Court of India in which the majority has to be proved by the state government as single
or by the coalition. If the test has been passed then judiciary can review the decision of
the Governor."”™

So, many times this provision has been misused by the Union government and State becomes
helpless in this situation and it is also detrimental for the political and socio-economic growth of the
State. Governor cannot use this power on account of pleasure but has to use it by applying the
futuristic approach and inner-conscience so that nothing will happen wrong to the State
administration.

Change in Trends in the Role of Governors

The role of Governor before the Independence was same as now in Indian federal structure.
Under the British rule, Governors are under the control of the British Parliament and they were just to
facilitate the British Parliament and had no power to act independently or to act in his personal
capacity. The same status of Governor is still in place even after the independence and the role of
Governor is very much silent till now. They are the real agents of the Union because they perform work
on the behalf of the Union government. They are appointed by the President by making consensus
with the ruling party and ruling party always want a name as the Governor in the state that can fulfill
their political agenda and nothing else. As H.M. Seervai explained that the judiciary during the
Congress regime since 1967 was committed judiciary and inclined towards the ruling government but
not acted as an independent body.
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Inthe year 1989, alot of political parties have emerged at the Centre and State level which proved
good for the office of Governor. Regional parties emerged strongly and they had no concern with the
Governor appointed by the opposition party in the Centre and later on, no serious incident happened
with regard to the dispute between the Union and States on the issues of governance. In 1998, the BJP
government came into power with its regional alliances and during that time the federal system
emerged strongly and the similar case happened in 2004 and after that, the concept of 'Co-operative
Federalism' came into existence.

"There shall be no judicial inquiry of the Governor if he reserves the bill for the consideration of the
President. This decision made the office of Governor more powerful.” The trends were changing and
varying from case to case and as per the circumstances. Similarly, Supreme Court stated that the
'‘appointment and dismissal of the Chief Minister can be only done by the Governor and it is his sole
authority and not subjected to any judicial inquiry if he used the malafide intentions while using the
discretion underArticle-163(2) " Role of Governor has changed from time to time and in another case
Apex Court restricted the power of Governor with respect to the dissolution of the State Assembly and
stated 'that majority test has to be passed before the dissolution."

Restrictions were also put on the Governor regarding the “clemency power” under Article 161 in
which Apex Court stated that 'Governor cannot use this power without the prior consent of the state

government'™®

and 'if he uses such power with malafide intentions then it will come under the judicial
review'.*’ Governor has been put under the obligation that 'while appointing the Chief Minister if he has
any doubt then he has to consider with care and cautious manner and here, the mandate of the people
shall not prevail because of the supremacy of the Constitution.” In between these judicial
interpretations, Sarkaria Commission Report and Puncchi Commission Report in the year 1988 and
2010 respectively suggested the reforms pertaining to the role of Governor and many of them were
also adopted to make the office of Governor more efficacious and meticulous.

In 2010, Supreme Court delivered a landmark verdict in which it was held that 'reshuffling of the
Governor is not possible on the grounds that Union government and State government have no
synchronization and removal before the expiration on time should be on reasonable grounds.”™
Recently, In Harish Chandra Singh Rawat v. Union of India®, Supreme Court of India has stated thata
Governor must remember, he is not a democratically elected representative. The judgment defines
the specific power of the Governor, saying that when he believes that the state government has lost
the confidence of the majority, he could propose a floor test and then he sends a report to the
President. Under no other circumstances, the court has now held, can the Governor act without aid
and advice. Chief Justice Joseph said that court was pained by the center action in the case on the
imposition of President's rule in Uttarakhand where the central government was acting like a private
party.** The basic issue involved in The Governor of Arunachal Pradesh v. Nabam Rabia is as to
whether the Governor of the state is to act only with the aid and advice of the Council of Ministers in all
circumstances or the Governor is empowered being the custodian of an executive under Constitution
of India to act independently? The court said that a governor is not an elected representative, but only
an executive nominee whose power flows from the aid and advice of the cabinet. His tenure depends
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on the pleasure of the president. Using discretionary powers to summon or dissolve Assembly
Session without the aid and advice of the chief minister and his cabinet is plainly unconstitutional.”

So, Governor must not have any concern what actually happened within the four-walls of a
political party. The Governor is neither ombudsman for legislature nor the speaker's mentor. Justice
Khehar wrote the governor must keep clear of any political horse-trading and even unsavory political
manipulation. So any action taken by the Governor, based on the proceeding being carried on under
the tenth schedule would be a constitutional impropriety.”

Deficiencies in the office of Governor

Still, there are certain shortcomings in the office of Governor:

Appointment Procedure: The appointment procedure of the Governor is always under question.
Sarkaria Commission gave suggestions for the qualifications of the Governor like (a) he should be a
person of some ability and has done something for the nation; (b) he must be a person outside the
local state; (c) he should not have any relation with the political parties or at the local level politics; (d)
there should be no defect regarding his character. But still, there are no proper qualifications for the
appointment of Governor under Article- 157 of the Indian Constitution.

The procedure of Removal: Governor can be removed from his office by the President by applying
the doctrine of pleasure. The scope of doctrine of pleasure is very ambiguous and there are no
parameters to define this doctrine and what this doctrine actually includes? Whether it includes the
charges of corruption, maladministration or any personal equation with the Union government? Itis an
important question to think upon. The hard reality is that doctrine of pleasure has been changed into
doctrine of pressure in which if the Governor goes against the will of the Parliament then he would be
fired and that is the sadden reality of the Indian politics. The Governor should be removed by the
impeachment procedure as recommended by both the Commissions in their reports and it would be
more just and fair instead of the rule of pleasure, Governor has prime responsibilities to perform and
he is not sitting in his office to please or entertain the President or the Union.

Conclusion

Governor is an authority in the Indian federal system which has so much relevance but the
political parties in the regime have a propensity to not give much importance to the Governor in State
politics. Governor is always suppressed in the case where the Union and State governments have no
synchronization in working with co-operation. Governor should also make efforts to remove the stigma
of the puppet from his character. If he acts freely and uses his powers on moral grounds then the office
of Governor would get more security and worth. The problem of attitude and ego always arises in the
minds of the Governors.

The election should be adopted in the appointment of Governor as elections held in the United
States and Governor should be elected directly by the people. Investment is there but at least we can
spend money on good cause. Secondly, Governor should not be from the same political party ruling in
the Union because it also lowers the powers of the Governor. Governor should be appointed from the
bureaucrats or can be appointed on the basis of services rendered in the field of arts, science, sports
etc., as an eminent person. He must not have any political record or association with any political party
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throughout his life.

Finally, the role of Governor can be turned into positive one by serving as guardian of the
Constitution rather than as an agent of the Union and follow the rule of honesty, nonpartisan and self-
introspection during making a report before or after the proclamation of the emergency. Co-operation
is more importantin federal structure because for the upbringing and to build an institution requires co-
operation.

The Union Executive and State Executive must have a proper manifesto for the welfare of the
nation. Governor can play more important role as compared to President because developmentis not
done by single hands and in a country having so much of political, social, cultural and economic
diversities, States are more responsible as compared to Union. States can implement the Union
policies well in the State and Governor can participate in that by having checks on the implementation
ofthe policies in the State government.

Governor cannot force the State government or State legislature but he can direct the
governmentin the framing of policies and this should be included as an obligation of the Governor.

The office of the Governor must be secured from the cheap politics and must not be removed
before the expiration of the time period, that is five years and it can only be done if Union government
would change its attitude. The role of Governor has changed with the changing requirements of the
federalism but we have to build this institution with co-operation. Governor's role is still silent in India.
But for a strong federal structure, the role of Governor should be self-determining and self-regulating.
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Tribes and Tribals in Early India

Pallavi Prasad*
ABSTRACT

There is a growing realization that tribes form the basis of Indian history. The Vedic literature makes a
clear distinction between the Aryan and the non-Aryan tribes. Kinship was the basis of the political and
social structure of the Rig Vedic people whose primary loyalty was to the tribe or Jana. During the later
Vedic age the nature of political organization was changing when some communities made a
transition towards statehood while others retained their tribal character. Larger political units emerged
through the coalescing of tribes. State formation among tribes remained an ongoing process
throughout Indian history. The period around the 6th century BC witnessed the transition from a tribal
society based on kinship to an urban, state society in which class and caste had emerged. People
owed strong allegiance to the janapada or the territory to which they belonged rather than to their Jana
ortribe. The second half of the first millennium BC saw extensive agrarian expansion and urbanization
ofthe Ganga valley. The tribes living in the forests came to be looked down with contempt and termed
as Mleccha. Despite a suspicious attitude, desperate attempts were made by the Mauryan state to
subordinate and assimilate the forest people within the empire. Many tribes were also integrated in the
varna order but were given the low rank of sudras. Another mechanism through which some foreign
and indigenous tribes were assimilated in the Varna hierarchy was by conferring the status of
vratyaksatriyas upon them. In the post-Gupta and early medieval period, some tribes became the
nuclei of new lineage-based states. In this continuous interaction between the brahmanical and the
non-Aryan popular cultures, tribes were transformed into castes, resulting in Aryanization and
Sanskritization of tribal pockets, a process operative throughout Indian history. An even more subtle
form of assimilation was happening through the incorporation of non-Aryan cults and cult chiefs into
the dominant form of religious belief system. The tribal cults were superimposed with Hindu elements
in such a way that both co-existed and reinforced each other.

Key Words: Aryan tribes, Non-Aryan ftribes, Mleccha, assimilation, peasantization, religious
integration.

Introduction

A tribe is understood, developmentally or historically as a social group existing before the
development of a state or outside a state system. It usually denotes a distinct social group bound
together by kin and duty; associated with a particular territory; united by a common culture, ancestor,
customary laws and language/dialect; in a primitive or barbarous stage of development
acknowledging the authority of a chief. There is a growing realization among historians, indologists,
and social anthropologists, that tribes form the basis of Indian history and with this realization, sincere
attempts have been made to systematically explore the world of tribes. This paper is an effort in the
same direction, looking at tribes and tribals from a historical perspective from the Vedic to early
medieval times in Indian history.

Before we embark on a historical survey of Indian tribes, there are two points that need to be taken
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Into consideration. One, all of us have a tribal origin. There can be no one in the entire world who can
claim to have escaped the Paleolithic-Mesolithic-Neolithic cultural way of life before entering the
civilized phase of human existence. In historical progression Stone Age cultures, with their tribal social
organizations, preceded the Bronze Age civilizations of the world. In the process of historical
evolution, tribal, social and political organizations were a stepping stone before the development of
complex state societies. Secondly, we need to widen our worldview with regard to our understanding
of tribes. The term tribal, more often than not, smacks of prejudice. The tribals may be living in a
primitive stage of development in terms of material culture, but they are more in tune with nature with
minimal carbon footprints. Most tribal economies forge an equilibrium with the natural world thereby
avoiding over-exploitation of resources and helping in environmental conservation. They may not be
literate but they have great knowledge about the plant and the animal world which they use with
prudence to live in harmony with nature. In this context, questions can be raised about our
index/scales of progress which are used to regard the over exploitative urban-state societies with
huge carbon footprints, as modern and progressive.

The world of warring tribes comes alive in the Vedic literature that makes a clear distinction
between the Aryan and the non-Aryan tribes on the basis of language and physical appearance. The
Indo-Aryan nomadic pastoralists of the Rig Veda, the earliest of the Vedic texts (c. 1500-1000 BC),
spoke Sanskrit whereas the indigenous tribes probably spoke Dravidian and Munda languages
(Thapar, 1971: 408). The Aryan tribes with their knowledge of horse-driven spoke-wheeled chariots
and iron technology considered the non-Aryan indigenous people as ritually impure barbarians and
often described them as mleccha. In the Rig Veda, the Dasa or the Dasyu, the local tribes who were
subordinated to the Aryan speakers, are compared with demons, being black-skinned and snub-
nosed, speaking a strange language. They were regarded as alien and barbaric. About thirty tribes
and clans are mentioned in the Rig Veda of which five tribes the Yadu, Turvasha, Puru, Anu, and
Druhyu are collectively known as the Pancha-jana (five people). The Purus, the Tritsu and Bharatas
are the prominent Indo-Aryan tribes (Singh, 2009: 187) whereas Chumuri, Dhuni, Pipru, and
Shambara are the tribes with non-Indo-Aryan names, mentioned in the Rig Veda. Divodasa and
Sudas are famous Bharat Kings whereas Trasadasyu is mentioned as the chief of the Purus. In the
'battle of 10 kings' (dashrajan), recounted in Book 7 of the Rig Veda Samhita, Bharata chief Sudas,
grandson of Divodasa fought a victorious war against the Confederacy of 10 tribes including the Aryan
Panchajana and five other non-Aryan tribes. The text also refers to Arya chieftains with non-Indo-
Aryan names, e.g., Balbutha and Brihu indicating that the process of cultural interaction was
underway. Kinship was the basis of the political and social structure of the Rig Vedic people whose
primary loyalty was to the tribe, which was called Jana. The term Jana occurs at about 275 places in
the Rig Veda and the tribal chief-Rajan was called the protector of his tribe. Another important term for
the tribe in the Rig Veda is Vis, which is mentioned 170 times in the text. The Vis was probably divided
into gramas or smaller tribals units organized to fight (Sharma, 2005: 112). These were small mobile
groups of people mostly related to each other through kinship.
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During the later Vedic age (c.1000-500 BC) the nature of political organization was changing
when some communities were setting down making a transition towards statehood while others
retained their tribal character. Larger political units were formed through the coalescing of tribes. The
Bharatas joined hands with the Purus and formed a new ruling tribe called the Kurus whereas the
Turvashas and Krivis formed the Panchalas. The Kurus occupied Delhi and the upper reaches of the
doab, the area came to be called Kurukshetra or the land of the Kurus. Subsequently, the Kurus
combined with a Panchalas and they together established their rule in the upper and central Gangetic
basin where they emerged as an important polity during the later Vedic times (Singh, 2009: 200). The
capital of the Kuru-Panchala people was Hastinapur situated in Meerut district. The history of the Kuru
tribe is important for the battle of Bharata, which is the principal theme of the great epic called the
Mahabharata (Sharma, 2005: 118). The early Vedic tribal pastoralists settled down and came to be
transformed into farmers who could maintain their chief with frequent tributes. The formation of larger
kingdoms increased the power of the chiefs or kings at the expense of the tribal peasantry. Tribal
authority tended to become territorial. The dominant tribes gave their names to territories, and to begin
with, each area was named after the tribal that first settled there. Initially, Panchala was the name of a
people, and then it became the name of a region (Sharma, 2005: 122). The tribal society broke up into
a Varna-divided society. Later Vedic texts reflect a transition from a tribal polity based on a lineage
towards a territorial state, although there were several communities that stuck to their tribal lifestyle. In
the later Vedic literature western Anava tribes such as the Yaudheyas, Ambasthas, Sibi, Sindhu,
Sauvira, Kaikeya, Madra are ascribed to northern Punjab, Sindh and eastern Rajasthan area and the
eastern Anava tribes described as the people of Anga, Vanga, Kalinga, Pundra, and Suhma can be
located to Bihar, Bengal, and Orissa. Both the western Anava and eastern Anava are referred to with
contempt as mleccha (Thapar, 1971:415).

The middle of the first millennium BC witnessed the rise of powerful monarchical (rajyas) and non-
monarchical territorial states (ganas or sanghas) in a belt stretching from Gandhara in the north-west
to Anga in eastern India, also extending into the Malwa region. Buddhist and Jaina texts list sixteen
large states (Solasa-mahajanapada) that flourished in the early 6th century BC. This was a period of
transition from a tribal society based on kinship to an urban, state society in which class and caste had
emerged. People owed strong allegiance to the janapada or the territory to which they belonged rather
than to their Jana or tribe. Apart from these large states, there must have been several smaller states,
chiefdoms and tribal principalities. Two of the mahajanapadas mentioned in the ancient Indian texts,
the Vajji, and the Malla were Sanghas or Ganas that had Greater vestiges of tribal organization than
the monarchies. Buddhist texts mention other Ganas as well the Sakyas of Kapilavastu, Koliyas of
Devadaha and Ramagrama, Bulis of Alakappa, Kalamas of Kesaputta, Moriyas of Pipphalivana, and
Bhaggas (Bhargas) with their capital on Sumsumara hill. Some of these non-monarchical
organizations may have simply been more complex political forms of older tribal formations but with
territorial affiliations, while others may have been created through the subversion of the monarchical
rule (Singh, 2009: 266). For instance, the Videhas were initially a monarchy but became a Gana by the
6th century BC whereas Kurus, a monarchy at this time, become a Gana a few centuries later. Some of
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these ganas consisted of all or a section of one clan like the Sakyas and Koliyas while some other
comprised a confederation of several clans, like the Vajjis and Yadavas. The Vajji were a confederacy
of eight or nine clans (atthakulikas), most important members being the Vajjis, Lichchhavis, Videhas,
and Jnatrikas. Little is known about the other affiliated clans such as the Ugras, Bhogas, Kauravas,
and Aikshvakas (Singh, 2009: 262). The Malla principality was also a confederacy of nine clans.
These confederacies suggest the existence of a self-conscious political identity among the ganas.
Governance in these policies was marked by a corporate element as power was vested in the hands
of an aristocracy comprising the heads of leading Ksatriya families. For example, the Ekapanna
Jataka states that there were always 7,707 rajas (kings) to govern the kingdom, and a similar number
of uparajas (subordinate kings), senapatis (military commanders), and bhandagarikas (treasures), in
the Lichchhavi capital of Vaishali. The preamble to the Chullakalinga Jataka also refers to the 7,707
ruling families of the Lichchhavis and asserts that they were all given to argument and disputation
(Singh, 2009: 267). Instead of a single hereditary monarch, in the ganas there was greater sharing of
power among the Ksatriya families, a reminiscence of their tribal past. There were still other people
who lived outside the state society. State formation among tribes remained an ongoing process
throughout Indian history. Itis interesting to note that while the major monarchical kingdoms emerged
in the fertile alluvial tracts of the Ganga valley, most of the ganas were located in or near the
Himalayan foothills.

The second half of the first millennium BC was also the period of gradual but extensive agrarian
expansion and urbanization of the Ganga valley. While urban centres and agrarian settlements
tended to develop closer to rivers, there were still large areas of uncleared forest, especially in central
India and near the Himalayan foothills that remained outside the pale of an Aryan agrarian economy.
The tribes living in the forests who had remained at the food-gathering and hunting stage were
regarded with contempt and termed as mleccha, with distinctly pejorative connotations in the
contemporary brahmanical literature. Technologically and economically inferior tribes such as the
Sabara, Pulinda, Mutiba, Kirata, Bedar, Matanga, Kikata, Nisada etc., were clearly termed as the
mleccha people (Thapar, 1971: 414). This dichotomy between the Janapada/Ksetra or state society
and the Vana/aranya/atavi or forest area is also reflected in the epic Ramayana where a distinction is
made between the agrarian economy based urban culture of the kingdom of Ayodhya and the hunting-
gathering culture of the raksasa people dwelling in the forest area who were viewed as antagonistic
enemies of Ram. These tribes very often inhabited the fringes of Aryan culture and they constituted
the frontier people. By extension, therefore, tribes such as the Yavanas and the Kambojas who
inhabited the frontier region of the aryavarta also came to be looked down upon as mleccha.

In the Mauryan period, new forms of political, economic and ideological dominance were
imposed on the forest tribes. Despite a suspicious attitude towards them, desperate attempts were
made by the Mauryan state to subordinate and assimilate the forest people within the empire. This
was a departure from the earlier attitude of completely excluding them from the imperial territory.
Arthasastra, the treatise on political economy ascribed to Kautilya, the Minister of Chandragupta
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Maurya (fourth century B.C.), uses the general term mleccha jati for the forest people, though the
distinction is made between different groups within this category. In the Arthasastra, the term atavika is
used to refer to wild, savage tribes inhabiting the forest that was a perennial source of trouble for the
state. They are described as independent, well organized, brave, and given to looting and killing.
Another category was the Bahrikas (outsiders) the dangerous wandering tribes, some with criminal
propensities. On the other hand, aranyachara (forest dwellers) were to be utilized by the state for its
defense. Arthashastra recommends that the area between the frontiers of the kingdom and the
fortresses under the command of frontier chiefs should be guarded by Chandalas, Vagurikas
(trappers), tribes such as the Sabaras and Pulindas, and aranyacharas (forest-dwellers). Kautilya
recommends that spies disguised as hermits could be used to spy on the territories of forest people
(Parasher-Sen, 1998: 173-91). The political advantages of keeping the forest tribes happy was
recognized as the state needed to establish control over forest to procure resources such as timber,
metals, honey, elephants, etc., and the forest people could be effectively harnessed as troops
(atavibala) to be used in campaigns or as spies and assassins for the state. The Mauryan state
established its monopoly over dravyavana (material forests) that were a source of timber, iron, copper,
lead, etc., and hastivana (forests with elephants) that supplied elephants for the army. For an effective
forest resource management, it was necessary for the state to placate the forest chiefs and pay them
off from time to time to prevent their resorting to plundering and pillaging. Still, it seems that some of
these tribes did not easily reconcile themselves to law and order and remained troublesome for the
state.

The third Mauryan emperor Asoka (third century B.C.) also makes a distinction between the tribal
people living on the borders of the Mauryan state and the recalcitrant forest tribes within the empire.
His list of the tribal people in his empire recorded in rock edict 13 closely agrees with the lists of the
mleccha people mentioned in other sources, although he never uses the term mleccha. In rock edict
13, Asoka sternly warns the atavikas, that is the forest tribes that he has power even in his remorse,
asks them to repent and not to expect forgiveness for what could not be forgiven (Thapar, 1973: 256).
Issuing threats of violence, the otherwise pacific ruler strongly admonishes the forest dwellers for their
actions. But these can be distinguished from other tribes such as the Pitinikas, Andhras, Bhojas,
Pandas, etc., who are described in the same inscription as adhering to Asoka's Dhamma. Following a
different policy of pacificism, these tribes were to be wooed by Asoka's special officers, the dhamma-
mahamattas and amta mahamattas- who worked among the frontiers, in the context of a paternalistic
policy where he regards himself in the image of the father and his subjects as his children (Thapar,
1971: 417). In the second separate rock edict, Asoka appeals to the unconquered people on his
borders, many of whom were tribals, not to fear him and follow dhamma. He states that his subjects
including the frontier tribes are to him as his children. This edict is directed mainly to the officials at
Tosali and Sampa, working amongst the tribes and frontier people of eastern India who were either
incorporated within the empire or placed in much closer relations with the empire after the Kalinga war.
These officers were instructed to inspire confidence among border people and to encourage them to
follow dhamma (Thapar, 1973: 258). Despite these efforts to win over people, his insistence on the
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policy of non-violence would not have gone down well among those tribes for whom hunting and
fishing were important means of livelihood. In Pillar edict five, the king forbade the killing of many
species of animals, birds, and fishes and prohibits the wanton burning of forests. This policy could
have been a spoiler in the strained relationship between the Mauryan state and the forest-dwelling
tribes, who already looked at each other with suspicion. Moreover, it is hardly possible that all the
hunters and fishermen throughout the empire had ceased to hunt and fish.

Another important source of the Mauryan period, the Indika of Megasthenes, the Greek
ambassador of Seleucus who lived in Chandragupta Maurya's court for some years, refers to Indians
as surrounded by barbarian tribes. Megasthenes further states that all these tribes were indigenous
but they differed in mind and disposition from the Indians (Thapar, 1971: 418). This could possibly be a
reference to Aryavarta or the Mauryan Empire surrounded by the mleccha-desa, inhabited by
different tribes of the frontier region. Megasthenes and later classical writers generally describe
Indian society as divided into seven genos or meros or groups, of which the third group was of hunters
and shepherds that lived outside the settled agrarian society. The population of these hunters,
neatherds, and gatherers must have been large enough to be recognized as a separate social
category by foreigners. Unlike the orthodox Brahmanical texts that assign a marginal position to these
forest-dwelling groups, they were considered public benefactors by Megasthenes since they cleared
the country of obnoxious beasts and birds. These people may closely correspond to the tribal groups
such as vyadhas, nishadas (forest-dwelling hunters) of the early Indian literature, the Abhiras or Ahirs,
and possibly included the Kevata or Kaivartta (fishermen) that find mention in the Asokan edicts
(Chakravarti, 2013: 149). Megasthenes also states that they had to pay to the state a portion of
animals reared or captured by them.

In the latter half of the first millennium B.C. and the early Christian centuries, the expansion of
agriculture and state society in the hitherto uncultivated areas led to the amalgamation of existing
cultures, Aryan and non-Aryan, including the tribal cultures. There was continuous interaction
between the Ksetra or state society and the Vana or forest areas or the brahmanical with the
autochthonous at different spatial locations and in diverse historical contexts. The expansion of four-
fold varna society in these diverse areas created problems for the theorists of caste as alarge number
of social groups which were hitherto outside the Aryan social system could not be given a precise
varna status. The brahmanical lawgivers tried to purge this social problem by creating a complex web
of anuloma (hypergamy, where the woman marries a man of a higher caste) and pratiloma
(hypogamy, where the woman of a higher caste marries a man of a lower caste) marriages and
thereby a number of new and inevitably mixed castes were admitted to the theory of social order as
samkirna jatis or varnasamkara. Many tribes were thus integrated in the varna order but were given
the low rank of sudras. Some of these can be clearly recognized as tribals who are described as
mleccha in the dharmsastras texts. The Ambastha, Ugra, Nishada, Abhira, Pulinda, Kirata, Malla are
described as the offsprings of anuloma marriages and the Chandala, Ayogava, Pulkasa etc., are
described as the products of pratloma marriages (Thapar,1971: 412). These samkirna jatis
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professionally followed occupations which were regarded as unclean by the brahmanical lawgivers
such as fishing, hunting, scavenging, washing, leather-working, basket making, bamboo-working,
iron-smelting etc.

The Ambastha tribe is frequently identified by modern scholars with Ambastanoi of Arrian and the
Sambastoi of Diodorus. The Aitareya Brahmana mentions an Ambastha king and the Taittriya
Brahmana refers to the material well-being of the Ugras, suggesting that the samkirna jatis did not
necessarily have a low economic status(Thapar, 1971:413). The Ambastha are described as
physicians in Amarkosha, a lexicon of the post-Gupta period. The Abhira are nomadic herdsmen who
are believed to have migrated into India with the Scythians in the post- mauryan period and are located
in the lower Indus and Kathiawar region in the Bhagavata Purana. In the early sources such as
Aitereya Brahmana, the Pulinda are mentioned as a wild mountain tribe of the Deccan while later
sources like Amarkosha and Kathasaritasagar (c. 11th century A. D.) connect them with Bhilas. In the
Buddhist literature, they came to be associated with the primitive Veddah tribe of Ceylon. Ptolemy
describes the Pulindas as 'agriophagoi', that is the eaters of wild things (Thapar,1971:422). The
Chandala originally may have been an aboriginal tribe using their own dialect, the Chandala-bhasa
(Sharma,1958:125). But in the Dharmasastras and other brahmanical texts, they are regarded as so
polluting that they had to reside outside the village or town.

The Nishada, who is described as the descendants from the marriage between a brahman man
and a sudra woman in Manusmriti, find frequent mention in the early Vedic literature too. In the
Yajurveda and the Nirukta of Yaska, they are mentioned as the fifth group (Panchama)after the four
varnas. They appear to have been a non-Aryan tribe who succeeded in remaining outside Aryan
control (Thapar, 1971:421). In the Puranas, they are described as dark-skinned, flat-featured with
blood-shot eyes and short in stature, often associated with the Bhila and Kol etc. They are generally
located in the region of the Narmada river or among the Vindhya Satpura mountains. In the genesis
myths associated with their origin and recorded in the Shanti Parva of Mahabharata as well as Matsya
Purana and Bhagvata Purana, the Nishadas are stated to be born from the thigh of King Vena. As the
extremely wicked king Vena flouted the sacred laws and holy rites, the infuriated sages pierced his
body with the sharp ears of the kusha grass, and according to some versions of the myth, killed him. In
order to avoid anarchy in the now king-less land, they churned his left thigh and from it appeared a
dark, ugly, short man, the ancestor of the Nishada. Unsatisfied with this result they then churned the
right arm of Vena and from it emerged a fair, tall, handsome man, Prithu, who was crowned the King.
He was so righteous that the earth was named Prthivi after him. This mythical story exemplifies the
hostile attitude of the brahmanical state society towards the tribal people living in the forested areas. It
clearly reflects that the original Nishada and Prthu represent two factions of the society who seem to
have fought for power (Thapar, 1971: 420-21). The Nishada seem to have been the rightful heir but
was replaced by Prthu due to brahmanical prejudice. These myths also show that the integration of the
tribal population was never complete and in it were embedded the historical roots of contestation and
negotiations across time and regions. However, the Vana/ aranya and the Ksetra/ janapada were
neither exclusive nor did they always stand in opposition to each other. Their relationship was often
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characterized by complementarities and continuum as was the continuum from tribe to caste (Sahu,
2015:103).

Geographically, the Himalayan region and the Central Indian highlands were largely seen as the
mleccha-desa as they were inhabited by various tribal groups. The Himalayan region was mainly the
home of many Tibeto-Mongoloid people with their distinct language and culture. The Vindhya
mountains and their extension were occupied by non-Aryan tribes and their republics up to the early
centuries A.D., which survived the general decline of republics elsewhere. The central Indian
complex of the Vindhya and Satpura ranges with the rivers the Narmada, Tapti, and Wainganga
cutting through them and the plateau areas of Chota Nagpur and Chhatisgarh to the east formed an
ideal setting for the tribals throughout Indian history (Thapar.1971: 426). The region perhaps was
inhabited by pre-Aryan tribes speaking non-Aryan languages since Neolithic and Chalcolithic times.
With the expansion of Aryan culture accompanied by the clearing of forest in the Ganga valley for
settled agriculture, the existing tribal population of the northern plains would have sought refuge in the
Central Indian highlands. The economy of the area revolved mainly around pastoralism and food
gathering with possibilities of agriculture in some parts of the river valley. This could have been
supplemented by the plundering of trading caravans and merchants that traveled on the southern
trade route connecting the urban centers of the Ganga valley to the ports of western India and Deccan
through the Chambal and Narmada valleys.

The Vindhyan region was the locale for the three tribes which came to be mentioned almost as
the synonyms for mleccha-the Kirata, Pulinda, and Sabara. The Amarkosh (c. 400 A.D.) in its
definition of mleccha mentions these three tribes and describes them as hunters and deer Killers,
living in a mountainous country, armed with bows and arrows and speaking an unintelligible
language. In the early texts like Mahabharata and Manusmriti, the Kirata is described as a non-Aryan
tribe living in the hills and jungles of Magadha but later texts like Matsya Purana and Markandeya
Purana assign them to the Vindhyan mountains suggesting their migration from the Ganga valley.
The Mahabharata describes them as dressed in skins, eating fruits and roots and inflicting cruel
wounds with their weapons. But the same text also speaks of them as riding elephants and offering
gifts of sandalwood, aloeswood, expensive skins, gold, perfume, rare animals & birds and ten
thousand serving girls, suggesting that they did not have a primitive economy. In Bharavi's famous
literary work, the Kiratarjuniya (c. 6th century A.D.) significantly the Kirata is identified with the god
Shiva and after a protracted fight with Arjuna, is instrumental in the acquiring of a divine weapon by
the epic hero. In Dandin's Dasakumaracarita (c. 7th century A.D.), they are identified with the Bhila
and Lubhdhaka tribes of the Vindhyas and are also connected with the Matanga, the lawless hunters
of the region. The Pulindas are described as being dwarf-sized, black in complexion like black tree-
trunks and living in forest caves in Bharata's Natyasastra (200 B.C.-200 A.D.). They may have
migrated from the Mathura region to the Vindhyas due to the expansion of the agrarian settlement in
the Ganga valley (Thapar, 1971:442). The Sabaras were located in the Vindhyan region around the
Chambal valley that lay on the main southern trade route from the Ganga valley to the north-western
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Deccan. An early medieval adaptation of the Ramayana from south India speaks of the Sabara chief
as a powerful ruler of mleccha-desa. The Khadavada inscription of fifteenth-century refers to the
quelling of a revolt by the Sabaras of the Chambal valley. A Sabara tribe exists to the present day in
western Orissa and the Sabari river in Chhatisgarh reflects an association with the tribe (Thapar,
1971:443). However, the Vindhyan tribes lived in comparative isolation up to the middle of the first
millennium A.D., largely unconcerned with the derogatory status of samkrina jati and mleccha
conferred upon them by the brahmanical ideologues. By as late as the sixteenth century they are
mentioned in the Amuktamalyada, the manual on government credited to the Vijayanagar king
Krishna Deva Raya, as people who must be brought round to accepting the administration by gaining
their trust, a sentiment reminiscent of the Mauryan emperor Asoka.

Another mechanism through which some foreign and indigenous tribes were assimilated in the
varna hierarchy was by conferring the status of vratyaksatriyas (degenerated ksatriyas) upon them.
Among the foreign rulers included in the category of vratyaksatriyas were the Yavanas and the Saka
(Scythians). In Matsya Purana, the Yavanas are stated to have originated from Turvasu, son of Yayati,
associated with the Kuru-Panchala tribes, but the term gradually extended to include any group of
people coming from West Asia. Among the tribes of indigenous origin that are referred to as
vratyaksatriyas in some sources are listed the Dravida, Abhira, Sabara, Kirata, Malava, Sibi, Trigarta
and Yaudheya. Some of these tribes gained political importance during the period from the first
century B.C. to about the fourth century A.D. that witnessed the rise of a number of tribal republics in
Punjab and eastern Rajasthan. Their power can be gauged from their coins carrying the name of the
tribe. The Malavas, mentioned by the Greeks as the Malloi, migrated from the Ravi region and
established themselves in the Jaipur area. They issued coins with the legend malava-ganasya-jaya.
The Sibi tribe, identified with the Siboi mentioned by the Greek authors, migrated to north-eastern
Rajasthan and issued coins with the legend Sibi janapadasa. The Trigarta, mentioned in Panini's
Ashtadhayayi, established themselves in the Ravi-Satluj doab and the legend on their coins reads
trakataka janapadsa. The Yaudheyas of the Haryana region issued coins with the legends yaudheya-
bahu dhanyake or yaudheya gansya-jaya. These coin legends clearly demonstrate their political
power over the territory on which they had settled and also the use of Sanskrit by these tribal groups to
gain legitimacy. This partly explains their elevation to the status of vratyaksatriyas from simply being
mlecchas (Thapar,1971:419-20).In Allahabad prashasti, the Gupta conqueror Samudragupta (4th
centuryA.D.)is credited to have destroyed the power of these republics.

In the post-Gupta and early medieval period after A.D. 500, some of the tribes of Central India and
elsewhere began to participate in the politics of both northern and southern India. With the practice of
giving land grants to Brahmans and secular officers coming in vogue, virgin lands in tribal frontiers
were brought under the plough resulting in the expansion of agrarian economy across regions. The
tribal belts were faced with both the encroachments made by the agrarian economy, often in the form
of enforced settlements of Brahmans and peasants and also the movement of people from north India.
This period also witnessed the rise of a number of principalities on the fringes of the Vindhyan uplands,
some of which came to assume an important position in the politics of central India. Some tribes
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provided armies to neighboring states while some others became the nuclei of new lineage-based
states (Thapar,1971:445). This was a time when pre-state societies were undergoing local state
formation leading to the proliferation of ruling lineages throughout India, a process accompanied by
peasantization of tribes. With the emergence of ruling strata from within local societies, local chiefs
who often had tribal antecedents were transformed into Hindu rajas of early kingdoms, claiming
exalted Ksatriya status in their fabricated genealogies. Lineage names, references to worshipping
autochthonous deities and genealogical accounts sometimes throw light on the tribal origins of certain
lineages like in the case of the Shailodbhavas, Kulikas, Shulikis, and Bhauma-Karas of Orissa
(Singh,2009:566). Inscriptions of the imperial Ganga king Anantavarman Chodaganga refer to an
ancestor named Kamarnava who defeated Shabaraditya, no doubt a chief of the Sabara tribe. In
south-east Rajasthan, the expansion of the power of the Guhila dynasty involved the transformation of
the Bhilas from hunter-gatherers to farmers. The early kings of some lineages like the Guhilas,
Khasas, Chandelas, Gonds, Ujjayanis, and Gurjaras etc., seem to have been successful tribal chiefs
who enhanced their political power and were subsequently accorded Kshatriya status by the
Brahmans who were given land grants by them. In this continuous interaction between the
brahmanical and the non-Aryan popular cultures, tribes were transformed into castes, resulting in
Aryanization and Sanskritization of tribal pockets, a process operative throughout Indian history.

An even more subtle form of assimilation was happening through the incorporation of non-Aryan
cults and cult chiefs into the dominant form of religious belief system. As the ksetra or state society
moved into the vana, tribal cults and their rituals were integrated slowly but steadily within the 'Great
tradition'. The tribal cults were superimposed with Hindu elements in such a way that both co-existed
and reinforced each other. The local was being gradually universalized and the translocal/regional
elements were localized in the process of the transformation and reinterpretation of the
autochthonous deities (Sahu, 2015:105). With the development of the concepts of incarnations and
manifestations within Bhakti, the brahmanical religion became flexible and accommodative. Various
local cults especially the fertility cults devoted to the worship of mother goddess and phallus (lingam)
and the Naga cult were slowly absorbed into the dominant cultural tradition. The mother goddess,
Devi, in her various manifestations appear to have been the most popular deity among the tribal
population. Vindhyavasini, meaning 'she who inhabits the Vindhyas', worshipped by the Sabaras and
Pulindas was now recognized as the consort of Shiva. She is said to be commonly worshiped by
brigands and the rites involved the eating of meat and drinking wine (Thapar, 1971:431). In another
form, she is described as the goddess of the outcasts who bring her oblations of sacrificed animals.
She is also identified with Durga and Narayani, both repeatedly associated with the mleccha tribes in
early medieval literature like Harivamsa and Dandi's Dasakumaracarita (c. 7th century A.D.). In
Vakapati' Gaudavaho one of the names of the goddess is Sabari, meaning a Sabara woman. The
Kirata worshipped the goddess Chandika, yet another manifestation of the mother goddess Durga,
the wife of Shiva. The Devi Mahatmya, one of the important texts on the mother goddess cult,
suggests an eastern if not Tibetan origin for the birth of the goddess Chandi. In fact, a substantial part
of Hinduism underwent a transformation with the popularity of the Shakti-Sakta cults and Tantricism,
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both with tribal linkages. As these cults found a niche in classical Hinduism, the tribal cult priests were
also Sanskritized and were given ritual status (Thapar, 1971:431-32). In case of the worship of
Panduranga/Vithoba of Pandharpur in Maharashtra, Narsasimha, Purushottam or Jagannath of Puri
in Orissa, a similar process was underway by which local cults were recognized as manifestations of
Vishnu. The tribal elements in the cult of Jagannath of Orissa have been well established by
historians. The popular cult of goddess Stambheshwari of western Orissa was assimilated in the
Jagannath cult as Subhadra. It seems that three tribal cults of Jaleri Penu, Tana Penu, and Murani
Penu, worshipped by the Khonds Odisha were transformed into Jagannath, Balabhadra and
Subhadra respectively. A large number of local pilgrim shrines or tirthas and temples emerged in
Rajasthan, Gujarat, Maharashtra, Madhya Pradesh, Chhattisgarh, Andhra Pradesh, Orissa and
Jharkhand, which received royal patronage from the new ruling lineages. These became the sites of
the integration of tribal cults. There are several examples of the association of these temples with
tribes such as the Chenchus at Srisailam, Boyas at Draksharam, Sabaras at Puri and Kurubas at
Tirupati. Local kings tried to legitimize and fortify their power by building temples for aboriginal deities
such as the temple of Danteswari in Chhattisgarh, Ekalingajiin Mewar and Jagannath in Orissa. Early
medieval society witnessed the Hinduization of the tribal and tribalization of Hindu rituals, motifs and
practices (Sahu, 2015:106-7).

From the above survey of tribes, it is apparent that a major historical process of exclusion as well
as integration and assimilation of tribes and the tribal population has been operative throughout early
Indian history. The territorial hunter-gatherers and shifting cultivators have always inhabited diverse
pockets of the Indian subcontinent but the area under their occupation has progressively declined as
we move forward in time. There were continuous interactions between the tribal elements and state
societies at several levels and diverse locations, right from the later Vedic times. With the spread of
extensive settled cultivation and the emergence of territorial states and powerful empires, the
relationship between the tribal populations and state societies was increasingly marred by suspicion
and tension. State formation among tribes was also an ongoing process across regions throughout
Indian history. However, some parts of the Indian subcontinent escaped the march of the settled
agrarian economy and remained comparatively untouched by the dominant brahmanical culture.
There are still several pockets in central India, north-east and the Himalayan regions that are home to
Dravidian and Munda-speaking or Tibeto-Mongoloid tribes surviving at a food-gathering stage, or at
best engaging in primitive agriculture. The modern tribes of Chota-Nagpur region refer to the
neighbouring non-tribal Hindus as diku, meaning foreigners, a sentiment that reflects the dichotomy
and notional distance of their tribal world. There is a need to bridge this notional gap and recognize the
tribal cultural traditions of prudent resource use as a part of the mosaic of cultural traditions that
historically form the Indian heritage.
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Military Dominance in Pakistan
Shivani Sharma*

ABSTRACT

Since its inception, Pakistan's military has become the most powerful and cohesive institution in the
country. It not only gets involved itself in the power structure but also, over a period of time, it manages
to influence major policies of Pakistan. This institution of military in Pakistan, through various means
and mechanisms, strengthened its hold on political power and strongly resisted slightest of overt and
covert attempts in opposite direction. It does not want civilian leaders to interfere in the internal
organizational and service matters on the pretext that such meddling would adversely affect the
political autonomy and security of the nation. These are considered as critical components that
determine the very nature of political system and civil-military relations in Pakistan. During the last
seven decades, Pakistan witnessed four military regimes that directly ruled the state for over thirty-
three years. The four military rulers of these military regimes, starting from General Ayub Khan to
General Musharraf, embarked on an agenda of strengthening the martial law and its related
establishments at any cost. With each military coup, the military strengthened its hold on political
power and deliberately marginalized the civilian democratic institutions in the country. The military has
either directly intervened to overthrow governments or has limited the authority and autonomy of
elected governments. Military rulers have deepened the country's structural problems from weak
state capacity to economic underdevelopment. In other words, the military has repeatedly intervened
to arrest the normal development of Pakistan's democracy.

Keywords: Pakistan, military intervention, ethnicity, dominance, political legitimacy, civilian
marginalization

Introduction

The military has evolved itself into the most powerful, organizational and disciplined institution
within Pakistan. It has taken upon itself the multi-dimensional task of guarding the nation's borders
and defending its ideology, while, at the same time, protecting its own interests and position in the
social domain. The business of governing the nation has been nothing less than a complicated
balancing act between the elected politicians and the military chiefs. Basically, it is a power sharing
arrangement whereby the military wields significant influence over security, foreign policy, and
domestic affairs of the country.

The military plays the role of a mediator in confrontations among political leaders, political parties
and state institutions when such confrontations threaten the state's political order and stability.
Importantly, it is the armed forces interests that compromise a major factor in shaping the polity of the
nation, as has been seen by the fact that whenever its interests were threatened or perceived to be
threatened, the military did notlose much time in intervening. (Alam Shah, 2012)

Pakistan has witnessed four military interventions. The successful interventions were led by
General Ayub Khan (1958), Yahya Khan (1969), Zia-ul-Haq (1977) and General Pervez Musharraf
(1999). In Pakistan, the military continues to defy democratic civilian control and it has either assumed
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political power or played a role in collaboration with political elites. No one civilian government in
Pakistan has been allowed to complete its tenure since independence. Pakistan has cycled between
civilian and military regimes of reasonably predictable duration and frequency. Pakistan's military
leaders attain power through coup d'etat and employ oppression to sustain their authority. Under
military leaders Pakistan was converted from a parliamentary democracy into a dictatorship. The
Pakistan's military clearly lies at the centre of country's politics and economy and no important
decision is taken in domestic or security affairs without military input. Currently, the military leaders
continue to play the role of kingmakers even when they are notin power.

Recruitment Pattern of the Military

With the partition of British India in August 1947, the great British Indian Army was divided into
Indian Army and Pakistan Army. Keeping the communal balance in mind, the Armed Forces
Reconstruction Committee (AFRC), under the chairmanship of Field Marshal Claude Auchinleck,
fixed the ratio of division as 64:36 between India and Pakistan. To begin with, there were severe
shortages of officers and soldiers in all categories. It is worthwhile to note that instead of broadening
the recruitment base to deal with the initial shortage of personnel, Pakistan relied heavily on the myth
of martial races and continued recruiting men primarily from Punjab and erstwhile North West Frontier
Province (NWFP) — the favorite area of recruitment of the British Indian Army. In the wake of the mutiny
of 1857, the British suspected those communities which took active part in the revolt. They were able
to bring the situation under control only with the deployment of troops from other areas. The British
wanted to recruit more and more men from those communities that proved their loyalty towards the
British. This led to the theory of martial race with the objective to give preference to the loyalists. The
myth of martial races dominated the recruitment pattern of Pakistan Army for a fairly long period of
time which resulted in some sort of ethnic homogeneity and unrepresentativeness of the institution.
Other ethnicities in Pakistan such as Sindhi, Mohajir, and Baloch did not only raise the issue of their
deliberate and systematic marginalization, but also termed the institution as a Punjabi Fauj (Army of
the Punjabis). The discontent among various other ethnicities on the Punjabi domination in the army
poses a question mark on the national character of the institution. However, in recent years some vital
steps were taken to make army appear to be a representative institution. These vital steps include the
opening of new recruitment centers in the regions other than Punjab, lowering the educational and
physical standards for a while to encourage the recruitmentin these areas. (Shukla Ashish, 2017)

Background

Pakistan was a part of India before it gained statehood in 1947. The Muslims of undivided India,
after the collapse of the Mughal Empire and with the establishment of British hegemony over India had
always felt alienated. For centuries they had ruled over India and the very idea of independent India
under Hindu domination was discomforting. (Grover Verinder, 2000) During the days of British rule the
efforts of the nationalist leaders to launch a common struggle for independence did not go very far and
soon political life was polarized between two rival political organizations — the Congress (majority
Hindu representative party) and the Muslim league (Muslim representative party). The Muslim
League was formed by Muslims from an elite class in 1906 with a view to protect the interests of the
Muslims of the Indian subcontinent.

The Muslim League, however, kept struggling to become a truly Muslim representative party until
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1939-40, due to widespread divisions within the Muslims. Pakistan is generally believed to have been
carved out on the basis of the logic of “Two Nation Theory”. Quaid-e-Azam of Pakistan Muhammad Al
Jinnah is known as the founder of Pakistan. However Muhammad Ali Jinnah himself became involved
with “Two Nation Theory” as a progenitor of Pakistan only in the post 1933 period. While the name
Pakistan for a Muslim state separate from a Hindu dominated India was first conceptualized in 1930 by
Choudhary Rahmat Ali, an Indian Muslim living in Cambridge, England, it was not used until 1945.
Even in 1940, the Muslim League's resolution formally calling for a separate nation state for Indian
Muslim, the name Pakistan was not mentioned. Choudhary RahmatAli and a group of Indian students
outlined a federation of ten states and named it Pakistan, drawing the letters from provinces thathad a
Muslim or close to a Muslim majority. The provinces were Punjab, Afghanistan, Kashmir, Balochistan.
Earlier Jinnah was not in favor of creating separate nation known as Pakistan. (Jaffrelot Christophe,
2002) He remained an active member of the Congress. Jinnah and Congress leaders joined Quit India
Movement against the British. At this stage, Jinnah was also known as the ambassador of Hindu-
Muslim unity. He later joined the Muslim League, in 1935, when he realized that after the departure of
British, the Muslims would be marginalized and relegated to a minority, not only in the country but
within the party. Thus, he became a, staunch supporter of the “Two Nation Theory” which meant
Hindus and Muslims were two separate identities and traditions.

Pakistan came into being in extremely difficult conditions and faced serious domestic problems of
its own making coupled with a sense of insecurity vis-a-vis India. State survival became the primary
concern of the rulers of Pakistan, who equated it with a powerful central government, strong defense
posture, high defense allocations and an emphasis on monolithic nationalism. The imperative of a
strong state apparatus was given priority over the need to create participatory political institutions and
processes.

The initial problems, especially the urgent need to set up an effective government that could save
the new state from collapsing, used to making civil servants and military the main instruments for state
formation. Pakistan shaped up as a centralized administrative polity which stifled the growth of
autonomous and viable political institutions and processes. The problems of religious leaders have
been accentuated by the widening ethnic, regional and religious-sectarian cleavages, proliferation of
weapons, and brutalization of society by civic violence. The absence of consensus among the political
leaders led the military to expand its role in the political process. Gradually the top commanders along
with the bureaucracy expanded their role in the political arena. (Kukreja Veena, 2003)

Military: Final Arbiter in Pakistan

In Pakistan, the military is the ultimate arbiter in the affairs of the state throughout Pakistan's
history. The army has taken over power on four occasions in the history of Pakistan. The four military
dictators who ruled Pakistan for over three decades have contributed significantly towards the
institutionalization of military's role in the decision-making process.(Darshan Ajay and C Mathew
Joseph, 2004) From 1947 to 1958, the military had played an indirect role in policy making processes
and helped in the rehabilitation of refugees. It also provided aid to the civil authority during the time of
natural calamities and communal riots. The first instance which was of direct interest to the military in
politics was the Rawalpindi Conspiracy Case in 1951 in which the Chief of General Staff, General
Akbar Khan, charismatic and politically well connected, figured as the prime accused. General Ayub
Khan's role in preparing the blueprint of the integration of the province of West Pakistan was another
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instance of the military's increased influence in political decision-making. The declaration of limited
martial law in Lahore to quell domestic disorder in 1953 engaged the military in the internal security
and this paved the way for the expansion of military's role. Powerful bureaucrats such as Ghulam
Muhammad, Iskander Mirza and Chaudhri Muhammad Ali helped draw the defense establishment
into domestic politics and developed military and strategic alliance with the United States supported
by the army Commander-in-Chief, Ayub Khan. With the erosion of democratic political authority, both
atthe central and provincial levels, the bureaucrats assumed the role of the state with willing feudalists
ready to play a subordinate role. Eventually, the army emerged as the power broker and moved to take
complete control through a direct takeoverin 1958.

The second military regimes of Yahya Khan failed to handle the politicized ethnicity in favor of the
Eastern Wing, which demanded its share in power after the electoral victory in 1970. The military ruler
became partisan and did not permit the Awami League to take over the reins of power despite the clear
electoral mandate as it would have negative repercussions on the position of the military. (Kukreja
Veena, 2003) This resulted in the breakup of Pakistan. Yahya Khan surrendered power to an elected
civilian leader in December 1971 after the debacle in the India-Pakistan War in 1971. The loss of East
Pakistan left the armed forces broken and demoralized. The new Prime Minister, Zulfikar Ali Bhutto
attempted to reorganize the power structure in Pakistan but he was only partially successful.

Then in July 1977, General Zia-ul-Haq overthrew the Bhutto government, and imposed Martial
Law to reassert the dominance of the armed forces. Under Zia-ul-Haq, the army acquired the
constitutional basis to function as a legitimate political power broker in Pakistan. He introduced Eighth
amendment in the Constitution of Pakistan which bestowed enormous power to the President
effectively changing the parliamentary system to a presidential system. The military directly controlled
the nuclear programme and the conduct of Afghan War (1980-88) during the Zia period. The civilian
foreign officer got a modicum of authority to manage the Afghan affairs only after the Soviet withdrawal
in 1988, but senior Army commanders and the ISI did not cease providing significant inputs. The
Talibanin Afghanistan is a product of the Pakistan army.

In the post Zia period, the military had only formally withdrawn from politics and continued to play
a decisive role in resolving domestic disputes and setting the security and foreign policy agenda. In
1988, a new pattern of 'soft' or 'non-takeover' intervention developed in which the emphasis shifting
from assuming power directly, to playing a role from sidelines. The Army Chief became the pivot in
Pakistan's post 1988 power structure. The dismissals of the Prime Ministers in August 1990, April
1993 and November 1996 by the President were carried out with the backing of the army chief in a
coup like manner.

On 12 October, 1999, General Musharraf ousted Prime Minister Nawaz Sharif in a coup and
bought the army back into power in Islamabad. He took various measures to establish his power. He
amended the Constitution, established the National Security Council (NSC), the National Security
Bureau (NAB) and restored Article 58 2b of the Political Parties Act. He marginalized the political
leaders and parties that could pose a threat to his rule. Musharraf's administrative reshuffle policy was
aimed at complete control over the functioning of the government. (Alam Shah, 2012)

The Musharraf era came to an end in 2008 and country returned to civilian government. But the
military continues to remain a dominant power in Pakistani politics even when the power is transferred
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to civilian leaders. Military influence has not diminished during civilian rule. The military still control its
budget, the country's foreign defense and intelligence policies with little accountability to civilian
rulers. There are certain key areas in which military does not like any interference from the civilian
leadership. It is to be noted that the Prime Ministers who tried to meddle in these key areas lost their
jobs in no time. These key areas include national security narrative and Pakistan's India policy
(including Kashmir), Afghanistan policy, and nuclear policy; control over weapon procurement from
outside; non-interference in the military's organizational matters and service affairs; no reductions in
perks and privileges enjoyed by the senior officers; socio-political stability; and military's growing
economic activities etc. (Shukla Ashish, 2017) The present democratic transition, therefore, remain
partial and incomplete, as the civilian leadership of the country constitutionally does have all the
powers to manage Pakistan's affairs, but it is overly cautious and restrained in taking a lead on
defense and national security matters. Defense and foreign policy issues have nonetheless remained
contested issues between the civilian government and the military. This contest if and when settled in
favor of the civilian governments would change the character of civil-military relations, and thus
reinforce democratic consolidation. (Ahmad Ishitaq and Rafig Adnan, 2017)

Military and Inter-Services Intelligence (ISI)

The military's key institutional instrument for exercising and maintaining its prerogatives in
national security and domestic politics is its premier intelligence agency, the Inter-Services
Intelligence (ISI). Its known political role date back to the Ayub Khan era (1958-1969), when he placed
his total reliance on ISl for internal as well as external intelligence and used it to keep a watch on
political activities and evaluate public opinion. The ISI's organization, resources, and influence
received a major boost in the 1980s during its cooperation with the US Central Intelligence Agency
(CIA) in the Jihad against the Soviets in Afghanistan. Ever since, it has evolved into a formidable
organization with deep influence over and involvement in civilian politics, which has impaired the rule
of law, undermined the development of civilian institutions, and distorted civilian-military relations.
(ShahAqil,2017)

Military and Judiciary

The Judiciary has been used by military to provide constitutional cover for their extra-
constitutional steps. Each military regime from Ayub Khan to General Musharraf has been validated
by the Supreme Court of the time on the basis of the 'Doctrine of State Necessity.' The only time the
court ruled against the military takeover was in General Yahya's case. He was declared a usurper and
his martial law regime 'illegal'. However, this judgment was passed after he had been ousted from
power, and also did not have any impact on the Supreme Court ruling in the Zia case. Again, it was only
in 1988, after Zia's demise, that the dismissal of Junejo government was declared illegal. During
General Zia's period, important powers of the judiciary were taken away. After General Musharraf's
takeover, the judges of the superior judiciary had to affirm their loyalty by taking a fresh oath of office
under the PCO promulgated by him. General Musharraf's success in getting the judiciary to do his
bidding is made obvious by the verdict of the Supreme Court on May 12, 2000, which validated the
coup. (DarshanAjay and C. Mathew Joseph 2004)
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Military and Islam

The Pakistani military rulers have always used Islam as a motivating force, and a source of
legitimacy and survival. The military rulers from General Ayub Khan to General Musharraf used Islam
as an instrument of their domestic and foreign policy. Under General Zia, Islam was used with utmost
intensity. He encouraged Islamic conservatism and orthodoxy in the army. The Pakistan military was
motivated by using Islam and equating it with Jihad while this strategy was based in the fight against
communism in Afghanistan from 1979 onwards, the same strategy was diverted towards India, in
Jammu and Kashmir, after the withdrawal of the Soviet forces from Afghanistan. Pakistan was also
responsible for the creation of the Taliban with the aim of establishing control over the government in
order to acquire strategic depth vis-a-vis India. The Pakistan's military rulers have always used Islamic
parties and extremist groups associated with them for strategic and tactical purpose inside and
outside the country. The Islamic extremists were used inside the country to marginalize the
mainstream political parties and terrorize civil society. Externally, they were used to make the security
and strategic environment of Pakistan more conducive. (C Mathew Joseph, 2006)

Military and United States

The Pakistan military has relied on support from the United States (US) to perpetuate itself in
power. A close relationship has existed between the US and the military regimes of Ayub Khan,
General Zia, and General Musharraf. The military and economic aid that resulted from Pakistan's
entry into security pacts with the US helped the military high command to expand the armed forces.
General Ayub's involvement in the negotiations concerning Pakistan's entry into the SEATO and
CENTO formed the basis for the decision taken by the political leaders in this respect. General Zia was
able to utilize Pakistan's status as a frontline state in the Jihad against the Soviet Union in Afghanistan
to become the beneficiary of large scale military and economic aid. General Musharraf, in a manner
similar to General Zia has derived legitimacy for his rule by agreeing to Pakistan's role as a frontline
state, as a strategic ally against global terrorism. (Darshan Ajay and C Mathew Joseph, 2004)

Military's Penetration of Civilian Institutions: The Economy and Society

The long years of direct and indirect rule has enabled the military to spread out so widely into
civilian institutions, the economy and society that its clot and influence no longer depend on controlling
the levers of power. (Rizvi Hasan Askari, 2002) Military's presence is firmly established in all walks of
life. It has carved out a role and position in the public and private sectors, industry, business,
agriculture, education, scientific development, health care, communication and transportation,
ensures its role in the state even if the Generals do not directly rule. Several factors have contributed
to this. First, the military rule of Ayub Khan and Zia-ul-Haq, respectively, included their personnel in
government and semi-government jobs and civilian professions. Ayub Khan during his rule appointed
senior officers, mostly retired, to senior jobs with high salaries and perks in government and semi-
government corporations or autonomous bodies. General Zia in 1980 fixed a 10 percent quota for
military personnel in government and semi-government services. Besides, the private sector was
encouraged to accommodate them. The military also contributed to improving their socio-economic
condition by distributing agricultural land and material awards.

Second, the military has been able to translate its dominance over the state structure to become
deeply entrenched in the political economy. The military has expanded its role in the economy by
active involvement in industry, commerce, and business, developing a stake in the government's
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economic policies and industrial and commercial strategies. Army's control of vast industrial and
business empires has enabled it to amass sufficient clot in the economy and to develop a capacity for
looking after the welfare of its personnel without relying on the civilian government. (ibid, 2002) The
most impressive result of more than three decades of dominance over the state apparatus has been
the military establishment's extensive tentacles throughout the economy. Each of the three defense
services of Pakistan has trusts and foundation with large investments in the national economy.

Finally, the civilian governments at the federal and provincial levels, overwhelmed by the
problems of governance and maintenance of law and order, seek the military's support more often
than was the case in the past for the performance of their basic function which in turn adds to the
relevance and importance of the military for the orderly functioning of the society. (Kukreja Veena,
2003)

Conclusion

Pakistan is the only country in South Asia where military has directly ruled the state for over thirty
years. And even during the civilian administration, it called the shots on major domestic and foreign
policy issues. This trend continues even today. All the military dictators, after assuming the power,
concentrated on one point agenda - strengthening the military at any cost. Due to this attitude, with
each military intervention it strengthened its hold on political power and deliberately marginalised the
nascent civilian democratic institutions in the country.

The only solution to get rid of the dominance of military in Pakistan lies in the development of
civilian institutions which will function smoothly, negating the necessity for a military takeover,
supremacy over national security and foreign policy, only then will the military take its proper place by
playing a constructive role in the protection and strengthening of the nation state, within the range of
its legitimate institutional pressure group role. Itis quite clear that until Pakistan’s institutional poverty
especially the weaker political party base, leadership norm, evolving socio-economic structure,
security considerations, psychological barriers and mindset against India, manifested in term of
military and strategic ties with other countries remain the same, the military will continue to work in the
corridors of power in Pakistan.
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Modeling the Effects of Country of Origin Image on Quality
Perceptions and Brand Loyalty: A Study of Chinese Mobile

Tejeshwar Singh*

ABSTRACT

The 1990s decade and beyond have been characterized by major structural changes in the
Indian consumer market's evolution, including increased competition, increased product availability-
in terms of both quality and quantity, as well as increased levels of awareness and propensity to
consume. A host of foreign branded goods are now easily available as well as freely used. A related
trend contributing to these shifts has been the reduction in trade barriers due to trade agreements, and
the globalizing influence of associations such as the WTO. The concomitant decrease in import duties
of goods, has paved the way for entry of companies from Germany, France, US, Korea, Japan, and
China. Foreign brands in the Indian market have thus begun to compete for both market share and the
psychological mind share of consumers, even while widening the range of brands under
consideration. This paper highlights the impact of country of origin image on perceived quality keeping
in mind mobiles made in China. The data was collected from 1500 respondents from three locations
namely Delhi, Chandigarh and Jammu and was analyzed using Structural Equation Model. Findings
reveal that the country of origin image has a strong impact on perceived quality resulting in making the
consumers more brand loyal.

Keywords: Country of Origin Image, Consumer Purchase Behavior, Brand Loyalty Effects, Mobile
Phones.

Introduction

In a developed country, consumers in general tend to have a higher quality perception of the
domestic products as compared to the foreign products (Ahmed and d'Astous, 1995; Bilkey and Nes,
1982; Dickerson, 1982; Morganosky and Lazarde, 1987; Samiee, 1994). A number of researchers
have established that country of origin influences the perceptions of product's quality (Heslop et al.,
1987; Kaynak and Cavusgil,1983). Perceived quality is a key dimension of brand equity (Aaker, 1996),
which is believed to enhance the value of a brand by providing consumers with a reason to buy. This is
so due to the fact that the consumers are likely to hold favorable perceptions of the quality of a brand
when it is known to have originated from countries with a strong association with the product category
compared to when the brand is known to originate from countries with weaker association with the
product category. Moreover, the perceived quality level of a brand varies with the country of origin of
the brand, that is, the perceived quality level of Nokia made in USA is likely to be higher than the
perceived quality level of Nokia made in China or India, for the product category “mobile phones”. This
highlights that perceived quality does affect Brand loyalty. Therefore, Brand loyalty in the present
study is defined as consumers' intention to buy a brand as a primary choice. Consumers may prefer to
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buy a brand partly on the basis of its country of origin. This might be because consumers have
experienced, or are convinced about, either the features or attributes or benefits offered by the brand
(e.g. Nike) originating from the particular country (USA).

Therefore, it can be argued that, similar to brand loyalty, consumers may exhibit country loyalty.
Moreover, country of origin effects in one product category are known to transfer to new product
categories offered from the same country (Agarwal and Sikri, 1996). It is noted that country of origin
affects consumers' loyalty towards a brand. Furthermore, consumers' product category-country
associations are believed to moderate the effect of the country of origin on consumer-based brand
equity dimensions. For example, the consumer-based equity of a brand made in a country with strong
product category-country associations (e.g. car/Germany) is likely to be substantially higher than that
for the same brand made in a country with weaker product category-country associations (e.g.
car/Mexico), in cases where consumers perceive substantive differences between the two countries
in terms of their product category-country associations.

Country of Origin (COO) effects have been defined in many ways in the literature. According to
Wang and Lamb (1983), country of origin effects are intangible barriers to enter new markets in the
form of negative consumer bias toward imported products. Further in the modern marketplace
defining the country of origin can be a very complicated task. The growth of multinational companies
and the evaluation of hybrid products, with components from many source countries, have in many
cases blurred the accuracy or validity of “made in ” labels (Kim and Chao, 2018; Baker and
Michie, 1995; Baughn and Yaprak, 1993; Chao, 1993; Yaprak and Baughn, 1991). For example, Sony
is a Japanese manufacturer but some of its products are assembled outside Japan in countries like
Singapore (Baker and Michie, 1995). With this example, the product assembled in Singapore would
be denoted “assembled in Singapore” and that assembled in Japan would be considered as “made in
Japan”.

Country of origin is thought to serve as a cue from which consumers make inferences about
products and product attributes (Bilkey and Nes, 1982; Han and Terpstra, 1988; Kaynak and Cavusgil,
1983; Schooler, 1965). In brief, the country-of-origin cue triggers a global evaluation of quality,
performance, or specific product/service attributes. Consumers infer attributes to the product based
on country stereotype and experiences with products from that country.

Review of Literature

Kenny lim (2001) while examining the consumer's perceptions of brands as influenced by their
origins indicated that consumers can identify the cultural origin of brands over their Country of Origin
and that a consumer's ability to make this distinction is influenced by the consumer's perception of
how he/ she knows the brand. In a similar way, Kinra (2006) conducted a study with the main objective
to investigate consumer awareness and perceptions towards “foreign” versus “Indian” brand names
for different product categories so as to examine the effect of Country of Origin of a brand on consumer
preferences. It was found that consumers were aware of the increased presence of foreign brands in
Indian market. Foreign brands were perceived to be more reliable and safe by Indian consumers than
their domestic brands suggesting that country of origin image, product knowledge do affect purchase
behavior. Lin and Chen (2006) undertook a study to explore the influence of Country of Origin image,
product knowledge and productinvolvement on consumer purchase decision. It was found that

(99) Researcher: A Multidisciplinary Journal



Modeling the Effects of Country of Origin Image on Quality Perceptions and Brand Loyalty:
A Study of Chinese Mobile

Country of Origin image product knowledge and product involvement all have a positive effect on
consumer purchase decision. Also, Al-Sulati and Baker (1998) measured the effect of Country of
Origin on consumer perceptions of products and services. Results revealed that consumer
perceptions differ significantly on the basis of products/services and Country of Origin. The results
also indicated that country of origin affects beliefs but not attitudes and most researches to date have
focused primarily on country of origin effects on products evaluation and nationality differences in
consumption of a productin a more developed country.

Xiaoling Hu et.al (2008) investigated the effect of Country of Origin information on their wine
evaluations. In the study it was found that Chinese customers consider Country of Origin as the most
important factor while purchasing wine. It was revealed that Chinese people tend to give importance
to Country of Origin for gift giving and wish to buy foreign brands to home brands while consuming
wine in public. Also Xuehua Wang, Zhilin yang, (2008) studied the relationship between Country of
Origin image and purchase intentions in China's auto industry for the Sino-German Joint Venture's
auto brand of Bora. Specifically it was suggested that Country of Origin image exerts both main and
interaction impact on purchase intentions. It was found that brand personality and Country of Origin
exert positive effect on purchase intentions. COO image is found to be a positive moderator in the
relationship between brand personality and purchase intention. Specifically, a positive COO image
could enhance brand personality's positive impact on purchase intention, whereas a negative COO
image could significantly decrease the positive brand personality effect on purchase intention.

However, Yamen Koubaa (2008) found out the impact of Country of Origin information on brand
perception and brand image structure through empirical investigation among Japanese consumers.
The research was done on two products viz. digital camera and TV, for the two leading brands of
Japan namely Sony and Sanyo. It was found that Sony and Sanyo images are higher when the
product is made in Japan and image started decreasing when the product was shifted to USA, China
and Indonesia. The same concept was studied by Jin and Chansarkar (2006) while examining the
usefulness of the brand origin concept in shaping the perceptions of Indian consumers. Backed by
social identity theory and social motivation theory, the results demonstrated that most consumers
could recognize the brand origin correctly but the power of recognition decreased when the brand had
a long history of localization. However, Paswan and Sharma (2004) investigated the relationship
between Country of Origin knowledge and Country of Origin image. It was concluded that Country of
Origin knowledge is important for a more informed and probably accurate Country of Origin image.
The results also imp006ey that the accuracy of Country of Origin knowledge leads to a more balanced
view of the product specific Country of Originimage.

The literature review therefore, suggests that Country of Origin image is one of the key
determinants while making evaluations for a branded purchase. Therefore in this context, the present
paper intends to analyze this key variable as influence on quality and brand loyalty perceptions for
mobiles made in China.

The study is based on mobiles made in China because in the recent years China is known to
produce electronics goods at an affordable price leading to an increased preference for “made in
china” mobiles. Therefore, besides the developing nations even many of the developed nations like
USA and some of the European countries are trying out electronic goods from China. The three main
reasons as to why the electronic goods are bought from China are consistent supply of the goods,
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better quality and last but not the least the affordable prices of these goods. In line with above, the key
objectives outlined for the study are as follows:

Objectives of the study
* To study and evaluate the Country of Origin image among Indian consumers in mobile
phone category.
* To undertake a systematic analysis of the effect of Country of Origin perception on

perceived quality and brand loyalty.
The key hypotheses formulated for the study are as follows:
H1: Country of Originimage has a significantimpact on Perceived Quality.

H2: Perceived Quality exerts a significantimpact on brand loyalty.

Research Design and Methodology

Generation of Scale Items

The study is based upon the analysis of three key variables; Country of Origin Image, Brand Loyalty
and Perceived Quality. Therefore while developing the questionnaire; statements regarding all the
three variables have beenincluded.

Country of Origin Image

The data was collected with the help of a questionnaire specifically developed for the study the
Country of Originimage. The questionnaire used in the study of Country of Origin image was designed
on the basis of review of existing literature. The questionnaire consisted of 22 items taken from an
accepted 7 point Likert scale of Country of Origin image given by Parameswaran and Pisharodi
(1994), where 1 indicated “strongly disagree” and 7 indicated “strongly agree”.

Brand Loyalty

Brand loyalty was measured using a standardized seven point scale given by Beatty, Kahle and
Homer (1988) where 1 indicated “strongly disagree” and 7 indicated “strongly agree”. .The scale
consisted of five items. The face and content validity of the constructed instrument was duly tested.
The Kaiser- Meyer-Olkin values for the aforesaid variables came at .872 as shown in the table 1.1
indicated a high degree of construct validity.

Perceived Quality

Perceived Quality was measured using a standardized seven point scale, where 1 indicated he
“strongly disagree” and 7 indicated “strongly agree”, used by M. Chowdhury and Andaleeb (2007) in
their study named, “A Multivariate Model of Perceived Quality in a Developing Country”. The scale
consisted of eight items. The face and content validity of the constructed instrument was duly tested
by using KMO test. The Kaiser- Meyer -Olkin values for the aforesaid variables came at .881as shown
inthe table 1.2 indicate a high degree of construct validity.
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Sample Selection and Data Collection

To test our hypothesis, data was collected from consumers in Jammu, Delhi and Chandigarh. A pool of
1500 respondents was selected through convenience sampling technique. Respondents were
screened on the basis of the question: “Do you use/own a mobile phone?”. A questionnaire was
prepared and equally distributed among respondents.1203 usable responses of completed
questionnaires were received for further analysis.

Reliability and Validity

The study examined the validity and reliability and the results are shown in Table 1. Cronbach's
alpha values and Split half method has been used for examining the reliability of the constructs.
Cronbach's alpha for Country of Origin image China has arrived at 0.860 which reflects the internal
consistency. Besides this Split Half method was also used to examine the reliability of the construct.
The content validilty of the construct has been duly assessed through review of literature and
discussions with the subject experts for the selection of items in questionnaires construct validity has
proved through factor analysis.

Data Purification

The multivariate data reduction technique of factor analysis has been used for the study. It
involved examination of inter-relationship among variables and reduction of large number of variables
into few manageable and meaningful sets. Factor analysis was carried out to simplify and reduce the
data. It was carried with Principal Component Analysis along with orthogonal rotation procedure of
varimax for summarizing the original information with minimum factors and optimal coverage. The
statements with factor loading less than 0.5 and Eigen value less than 1.0 were ignored for the
subsequent analysis. The data reduction was performed in three steps-Ist in the anti-image
correlation the items with value less than 0.5 on the diagonal axis were deleted. In the second step, the
extracted communalities were checked (amount of variance in each variable) and items with values
less than 0.5 were ignored for the subsequent analysis. In the third step, in rotated component matrix
statements with multiple loadings and values less than 0.5 were ignored. Factor analysis reduced 22
statements of Country of Origin image of China to 18 statements under 2 factors namely Value for
money and availability.

Results and Findings
Demographic profile of the respondents

The demographic profile of the respondents is explained in Table 2. Itis very much clear from the
table that out of 1203 total respondents, most of the respondents are male (59.8%) followed by female
respondents (39.9%). Majority of the respondents are in the age group of 20-25 constituting (65.4%)
followed by 26-35 (21.6%), 36 -45 (9.7%) and lastly 46 and above with (3.1%). The demographic
profile also indicates that out of 1203 respondents, 407 (33.7%) are from Jammu, 422 (35%) are from
Delhi and 374 (31%) are from Chandigarh. As far as the monthly income of the respondents is
concerned it is clear from the table that the maximum numbers of respondents (35%) fall under a
monthly income of Rs. 10000-20000 followed by Rs.20000-30000 (23.9 %) and Rs.30000-40000
(21.3%). Lastly the last group of Rs.40000 and above contributes for (19.6%) respectively.

Measurement of Country of Origin Image
The raw data has been purified by factor analysis with for which principal component analysis
along with varimax rotation has been used (Stewart, 1981) to minimize the number of variables into

meaningful factors. Factor analysis has been applied dimension wise and the detailed analysis is as
below:
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Value for money (F1):- This dimension comprised of 12 statements with positive factor loadings
namely 0.801, 0.693, 0.766, 0.811, 0.754, 0.713, 0.761, 0.577, 0.570, 0.748, 0.581 and 0.552. High
KMO value (0.940) gave required adequacy for factor analysis and the total variance explained by this
factor is about 35% (Table 3). The analysis of the factor value for money concludes that customers do
consider value for money while buying a mobile of Chinese brand.

Availability (F2):- Factor analysis reduced the statements to 6 statements under one factor
namely availability with positive factor loading values, that is 0.609, 0.637, 0.656, 0.710, 0.658 and
0.710 respectively (Table 3). The percentage of total variance explained by the factor has arrived at
56%. Analysis confirmed that consumers do give importance to availability of Chinese brands while
making a purchase.

Regression Analysis and Correlation

The impact of Country of Origin image on Intention to Purchase and Perceived Quality was
assessed through correlation and regression analysis. The results reflect the positive relationship
between country of origin image and perceived quality.

HYPOTHESES TESTING
Hypothesis 1: Country of Origin image has a significantimpact on perceived quality.

The hypotheses regarding the impact of Country of Origin image among respondents has been
tested using correlation and regression analysis at 0.01 level of significance (2-tailed). The results of
correlation indicate significant values between the variables namely Country of Origin image and
perceived quality at 0.828 (Table 4). The results revealed (R) at .699 and adjusted R2 at .489 (Table 5)
which points out that Country of Origin contributes 48% variations on perceived quality and hence the
regression equation thus formed is as follows:

Y=a+bx
Perceived quality= 1.463+.699 (COO)

Hence, the first hypothesis that Country of Origin image has a significant impact on perceived quality
stands accepted.

Hypothesis 2: Perceived Quality exerts a significantimpact on Brand loyalty.

The hypothesis was put to test using regression and correlation. The results of correlation
indicate significant values between the variables namely Perceived Quality and Intention to Purchase
at 0.853 (table 4). The multiple regression results indicated R at .739 and R2 at .547 (Table 6) which
shows that perceived quality is 73% responsible for variation in brand loyalty. Thus the regression
equation so formed is as follows:

Y=a+bx

Brand loyalty=.551+.739 (perceived quality)

Hence, the second hypothesis that Perceived Quality exerts a significant impact on Intention to
Purchase stands accepted.

The regression analysis revealed the positive influence exercised by Country of Origin image on
Perceived Quality and Brand loyalty. This proves that our first and second hypotheses stands
accepted as the significance of beta coefficients in the two regression equations is less than 0.05.

STRUCTURAL EQUATION MODELING (SEM)

Structural Equitation Modeling (SEM) is a multivariate technique that seeks to explain the
relationship among multiple variables. In the present study, the relationship between Country of Origin
image, intention to Purchase, Perceived Quality and Brand loyalty have been assessed by using the
structural equation modeling (SEM) through AMOS 15. The results are discussed as under:
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Relationship between Country of Origin Image, Perceived Quality and Brand loyalty

The relationship between Country of Origin image, Perceived Quality and Brand loyalty was
explored with the help of modeling technique of SEM. The result revealed significant and positive
effect of Country of Origin image on Perceived Quality and Brand loyalty (SRW= 0.502, CR=5.39, sig.
<.001). Further the model fitindices are also very good (x/df =3.878, GFI =0.982, CFI=0.901, RMR=
0.033, RMSEA .081, AGFI=0.872). Thus, our first hypotheses, that is, Country of Origin image has a
significant impact on Perceived Quality and second hypothesis, that is Perceived Quality has a
significantimpact on Brand loyalty stands accepted.

Discussions, Conclusion and Strategic Implications

The data analysis suggests that the customers perceive Chinese mobiles mainly on two
dimensions “value for money” and “availability”. This has been validated by results of the factor
analysis which has reduced the scale into two dimensions.

These two dimensions suggest that the best possible strategy of penetration has been followed
by Chinese mobile manufacturers as they focus on the availability of product in Indian market at a
comparatively low price. Chinese producers of mobile phones are stressing on advertising their
models properly in order to make the respondents aware of the latest models and also helping the
customers to make distinction between Chinese mobiles and other brands of mobiles. Respondents
are also of the opinion that mobiles made in China are good in looks, therefore, the manufacturers of
Chinese mobiles should concentrate on coming up with more and more models with suitable looks in
order to catch the attention of the buyers. Chinese mobile producers should not confine themselves in
producing a mobile which is cheap but should also cater to the needs of customers who wish to buy a
costly mobile highlighting status symbol and a luxurious item to buy.

The Chinese producers should come up with models which are known for their consistency and
dependability as done by branded companies such as Nokia, Samsung, Sony Ericsson and
Blackberry.

However, as per the data analysis many respondents view that mobiles made in china do not
have high technology, are difficult to service and also the life of Chinese mobiles is short as compared
to mobiles made in other countries. Therefore the companies of Chinese origin dealing in mobiles
should stress more on improving the quality of Chinese mobiles which will help them to retain and
attract more and more customers and also should set up their 24/7 customer care and service centers
across Indiain order to provide a good service to the customers.

Further, it has been indicated that Chinese mobiles have a huge market as they are sold in many
countries, are easily available and also come up with a wide range of models. Therefore, while
catering to the needs of such a huge Indian segment, which is so diversified, Chinese companies
should make a niche market keeping in mind the demographics of customers in order to capture the
loyalty of Indian customers. Chinese producers of mobile should come up with models which can
provide a sense of superiority to the customers. Thus, resulting in making customers more brand
loyal.

However, most of the respondents are of the opinion that mobiles made in China need repairs
frequently due to cheap quality, therefore as stated above companies should stress on producing
quality products which would last a long time and provide good after sales services. By doing so, the
companies dealing in Chinese mobiles can give a tough competition to other famous brand such as
Nokia, Sony Ericsson, Samsung etc.

The findings of the study show that Country of Origin image has a positive and significant
influence on value, usage, class, superiority and service quality. Itis actually the image of the country
which creates value of products in the minds of customers. There is a great need to enhance the level
of performance and service quality for increase in sales of the products.
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Components

Std alpha

Alpha I

Alpha II

Country of origin image (China)

0.860

0.871

0.867

Table 1.1 Kaiser- Meyer —Olkin Measures of Sampling for measuring brand loyalty

Adequacy 872

Bartlett's Test of Sphericity Approx. Chi-Square 3749702
Df 10
Sig. 0.000

Table 1.2 Kaiser- Meyer —Olkin Measures of Sampling for measuring perceived quality

Adequacy .881
Bartlett's Test of Sphericity Approx. Chi-Square 3493712
Df 28
Sig. .000
Table 2: DEMOGRAPHIC PROFILE OF THE RESPONDENTS N=1203
S.No. VARIABLE Number of Respondents % age
1. GENDER
Male 721 59.8
Female 482 39.9
2. AGE
20-25 789 65.4
26-35 260 21.6
36-45 117 9.7
46 & Above 37 3.1
3. LOCATION
Jammu 407 33.7
Delhi 422 35.0
Chandigarh 374 31.0
4. HOUSEHOLD INCOME
10000-20000 422 35.0
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Table 3: Summary of results of scale purification for Country of Origin Image - Mean, factor
loading. Variance explained, KMO value, Eigen value, and Communalities .(China)
Dimensions | Factor Mean | S.D FL Com KMO | EV V.E
Value Value for Money (FI) 4.4021 | 2.0675 0.940 | 6.280 | 34.890
Long Life 3.9227 | 2.2222 | 0.801 | 0.726
Consistent 4.1779 | 1.8527 | 0.693 | 0.625
Dependable 4.0756 | 2.1791 | 0.766 | 0.686
Expensive 4.3433 | 2.1709 | 0.811 | 0.695
Luxury Product 4.4630 | 2.0580 | 0.754 | 0.669
Looks 4.5644 | 2.0553 | 0.713 | 0.652
Advertisements 4.5985 | 2.1801 | 0.761 | 0.643
Difficult to service 4.6858 | 1.8770 | 0.577 | 0.559
High technology 4.5993 | 1.9956 | 0.570 | 0.540
Good value 4.5245 | 2.0099 | 0.748 | 0.622
Prestigious 4.4389 | 2.0293 | 0.581 | 0.511
Informative ads 4.4314 | 2.1828 | 0.552 | 0.542
Usage Availability (F2) 4.8426 | 1.6635 3.952 | 56.843
Sense of superiority 4.8454 | 2.009 0.609 | 0.560
Sold in many countries 5.1978 | 1.9247 | 0.637 | 0.514
Need Repairs 4.8529 | 1.8681 | 0.656 | 0.574
Wide range of models 4.7473 | 1.8258 | 0.710 | 0.569
Easily available 4.8155 | 2.1801 | 0.658 | 0.572
Cheaply put together 4.5968 | 2.1828 | 0.710 | 0.571

Table 4 Correlation matrix of Country of Origin Image, Perceived Quality and Brand Loyalty for

China
Country of origin Perceived Brand Loyalty
image Quality (China) (China)
(China) PQC BLC
COIC
CoOIC Pearson Correlation 1 .828** .854%*
Sig.(2-tailed)
N
PQC Pearson Correlation .828%* 1 853 %*
Sig.(2-tailed)
N
BLC Pearson Correlation .854%* .853%* 1
Sig.(2-tailed)
N
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Table 5 Impact of Country of Origin image on Perceived Quality
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Model Summary of Regression Analysis

Dependent | Independent Adjuste | Std. | Constant | Std.Coff
R t Sig. F Sig.
Variable Variable d R* | error . Beta
Perceived | Country of .699 | .489 9823 | 1.463 .699 33.891 | .000 | 1148.58 | .000
Quality origin image
Table 6 Impact of Perceived Quality Brand Loyalty

Model Summary of Regression Analysis

Dependent | Independen Adjuste | Std. Constant | Std.Coff
R T Sig. | F Sig.

Variable t Variable d R error . Beta
Brand Perceived 739 | 547 1.262 | .551 .739 38.045 | .000 | 1447.45 | .000
Loyalty Quality

Table 7 Structural Equation Modeling to test the Impact of Country of Origin image on

Perceived Quality and Brand loyalty

.59

Country of Origin image

.66

Perceived Quality

h

.68

Brand loyalty

.

@
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Understanding Students’ Acceptance of e-Learning Systems:
Using Technology Acceptance Model
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ABSTRACT

The rapid development of Information and Communication Technology (ICT) has revolutionised the
world we live in. The increasing penetration of ICT has led to a new paradigm of education and
learning called e-Learning, being ubiquitous it has cut across barriers of time and space to learning.
Although e-Learning is in its infancy stages in India but most of the universities in India have started e-
learning (MOOCs Massive Open Online Courses) as tool to disseminate knowledge. By virtue of wide
recognition of e-learning this study examines factors that affect student's decision towards using e-
Learning as a medium of education. Using Technology Acceptance Model (TAM) as theoretical
framework, a questionnaire was administered to 315 students. Data about four constructs was
collected hypothesized to describe student's acceptance of e-Learning. The constructs namely
perceived usefulness, perceived ease of use, attitude toward usage and behavioural intention to use
have been adopted from TAM (Davis, F. D. (1985). Data collected was analysed using structural
equation modelling (Amos 20). The results showed that Perceived usefulness and Perceived ease of
use significantly influenced attitude toward e-Learning and intention to use.

Keywords: Technology Acceptance Model, e-Learning, Higher Education.

Introduction

The rapid development of Information and Communication Technology (ICT) has revolutionised
the world we live in and education being no exception. Technology has changed the dynamics of
traditional classroom teaching. The increasing penetration of ICT has led to a new paradigm of
education and learning called e-Learning which is ubiquitous as it cuts across barriers of time and
space to learning. The infusion of technology has led to e-learning platforms becoming more popular
these days. The aim of e-learning is to supplement traditional teaching and not to replace it and
provide an alternative channel to learning which is ubiquitous and cost efficient (Pelliccione,
2001;Adomi, E. E., &Kpangban, E. (2010). The traditional methods used in classroom teaching in
colleges and universities have been supplemented with technology enabled education.Although e-
Learning is in its infancy stages in India but most of the universities in India have started e-learning
(MOOCs Massive Open Online Courses) as tool to disseminate knowledge. Under MOOC model
courses on various disciplines are offered by the universities, wherein a student can get enrolled and
access the video lectures, tutorials and assignments. Once the student has learned a particular
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course they are assessed thereafter through online tests and certificates are awarded after successful
completion of the course. Universities around the globe are using e-learning or distance platforms in
addition to regular classroom teaching to support their fulltime on-campus students .Universities have
adopted e-learning as an integral part of their teaching pedagogy. There are different e-learning
options which institutions are offering, some institutions are using web course tools (WebCT) to
enhance their learning systems. WebCT is an e-learning platform developed for higher education.
Some of the pedagogical tools available for higher education on this platform are Web Course Tools,
Web course Homepage System (WebCH), Blackboard learning system and System for Multimedia
Integrated Learning (SMILE). The web based learning system has been widely accepted in higher
education around the globe. More than 2000 higher education institutions are using WebCT to provide
learning tools such as course content management, chat rooms and discussion boards. E-learning
has tremendous potential which is evident from the fact it is getting significant attention from higher
education institutions and software developers at large.

Theoretical Framework

E-learning can be defined in many ways. (Jenkins & Hanson, 2003) defines e-learning as learning
facilitated and supported through utilization of information and communication technology (ICT). The
cost benefits associated with e-learning platforms have given them wide acceptance. Other benefits
associated are easy and flexible access, timely content availability, consistency and convenience
(Cantoni, Cellario, &Porta, 2004; Kelly & Bauer, 2004). Many online platforms like Course Era have
emerged recently which provide e-learning in collaboration with different universities globally to
provide a bouquet of certification courses. These platforms have overcome time and space barriers to
provide learner centric education approach and at same time being cost efficient (Pelliccione, 2001;
Adomi, E. E., &Kpangban, E., 2010). While e-learning has offered many advantages it has certain
limitations as well. High pedagogical skills, learner's self-discipline and motivation (Cantoni et
al.,2004) to name a few. Security issues such as cyber-attacks and hacking in learning platforms is
also an area of concern. (Ramim& Levy, 2006). One of the major challenges in administering the
online test is to authenticate the test taker as direct monitoring is not possible during online
examinations. Acombination of online and offline tests are being offered by the institutions to enhance
the assessment of learning performance.

The ICT led education model came into vogue during mid-1990's. Many researches since then
have been undertaken to study learners acceptance to e-learning using technology acceptance
model (TAM) however no such study has been reported in India. TAM is an intention-to-use based
model developed to specifically predict or explain acceptance of technology by users. Technology
acceptance model (Davis, Bagozzi&Warshaw, 1989; Davis, 1989) is widely researched and
recognised model to explain technology adoption in any area. TAM in-turn is grounded on theory of
reasoned action (Fishbein&Ajzen, 1975) which states individual's behaviour and intention to behave
in a particular way is a function of attitude and subjective norms towards that particular behaviour.

By virtue of wide recognition of e-learning and the research gap identified above this study
examines student's adoption of e-Learning platforms as a learning medium.
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Figure 1 Theory of Reasoned Action

Research Model and Hypotheses

From application software adoption like spread-sheet applications (Mathieson, 1991), to e-
learning (Roca et al., 2006), TAM has been widely used to study acceptance of users to technology.
Various studies have also accentuated the fact that besides various constructs in generic TAM there
are few external factors that influence users acceptance of technology indirectly through perceived
ease of use and perceived usefulness. Such external factors can be categorised under Individual,
Social and Organizational factors. Among these one such factor is technical support which is defined
as “assistance one can getto easily use computer hardware and software products” (Ralph, 1991).
Including technology support as an external variable the extended TAM used in this study is shown in
Figure 2 which includes Technical Support, Perceived ease of use, Perceived usefulness, Attitude
toward use, Intention to use and System use.

Perceived HE
Usefulness
H1 \I;iS
Technical H3 Attitude > Intention to
Support towards Use Use
H7
H2 1 H4
Perceived
Ease of Use

Figure 2 Research Model (Technology acceptance model for e-learning)

Ralph (1991) defined technical support as “assistance one can get to easily use computer
hardware and software products”. Technical support as external variable is important factor for
adoption of technology in e-learning (Williams, 2002; Chung, N., & Kwon, S. J., 2009; Sanchez, R. A.,
&Hueros, A.D., 2010). Thus we hypothesize that:

H1: Technical Support positively effects Perceived usefulness
H2: Technical Support positively effects Perceived ease of use
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In context of this study the Perceived ease of use e-learning systems is defined as the degree to
which users consider using e-learning systems effortless. It has also been empirically verified
Perceived ease of use has strong influence on Perceived usefulness (Saade, R., & Bahli, B., 2005;
Adams, D. A, Nelson, R. R., & Todd, P. A., 1992; Moon, J. W., & Kim, Y. G., 2001). In similar context
Perceived usefulness of e-learning is defined as degree to users consider using e-learning systems
will improve learning performance. Both these factors together have an effect on one's attitude
towards technology (e-learning). Attitudes are evaluative statements that one has about everything. In
context of this study attitude towards use is defined as positive evaluation of user to use e-learning
which in-turn has direct impact on intention to use e-learning for now and future continuance. The
perceived usefulness also influences users intention to use e-learning systems (Davis, 1989; Davis et
al., 1989). The intention to use directly effects system use which refers to actual usage of e-learning
systems. With above discussion as premise we hypothesize that:

H3: Perceived ease of use positively effects perceived usefulness
H4: Perceived ease of use positively effects Attitude towards use
H5: Perceived usefulness effects Attitude towards use positively
H6: Perceived usefulness effects Intention to use positively

H7: Attitude towards use positively influences Intention to use

Research Methods
Instrument Development

For measuring various constructs of hypothesized model an instrument was developed using
various researches in field of Information system and technology adoption (TAM). A questionnaire
consisting of 19 items under 5 constructs along with their references are presented in table 1. Each
measurement item on instrument was measured on seven point Likert scale with (1) representing *
very strongly disagree” (3) representing “neutral” (7) “very strongly agree”.

The questionnaire was presented to two professors with expertise in technology adoption for
feedback and expert comments. Any changes desired were done as per feedback of experts. A pilot
study was conducted by administering questionnaire to 50 Post Graduate students all of whom had
used e-learning systems previously. The final questionnaire with 5 constructs and 19 items is
presentedintable 1.

Business Studies (114)



Asif Ali and Rabinder Singh

Table 1 Measurement Instrument

Construct Item  Wording Reference
Technical TS1  Ahelpline is available when there is technical Igbaria (1990)
Support(TS) problem

TS2  Web based support available for technical problems

TS3  E-mail support to resolve technical problems

TS4  Trouble shooting wizard is available for technical
Perceived PE1  Learning to operate an e-learning system is easy for Davis (1993)
ease of me

PE2  It’s easy for me to gain skill to operate e-learning

PE3 I found e0learning easy to use

PE4  Overall e-learning is easy to use
Perceived PU1  E-learning could improves my academic performance | Davis (1993)
usefulness(PU)

PU2  E-learning enhances effectiveness of my learning

PU3  E-learning in curriculum makes learning efficient

PU4  e-learning enables me to learn at my own pace
Attitude AUl  Learning using e-learning is good idea Ajzen&Fishbein
towards (1980)

AU2  E-learning is easy and fun

AU3  Ilike using e-learning for learning

AU4  Overall I have favorable attitude towards e-learning

Intention to U1 I intend to use e-learning in my course Ajzen&Fishbein
Use(IU) 102 I will often use e-learning (1980)
IU3  lintend to increase use of e-learning in future

Data Collection

For data collection an online survey was conducted among the students of four Universities in
North India. Data was collected online using Google forms by sending out email links to the survey. A
total of 300 links were sent out and 225 responses were recorded out of which 20 responses were
eliminated due to incomplete data. Complete data set of 205 students (response rate = 68.33%) was
put to analysis. KMO and Bartletts Test were used to test sample adequacy with both being significant
(p<0.001) and KMO value more than threshold(0.83).

Out of 205 respondents 98 were males and 107 females with average age of 21.5 years with most

of them being post-graduate students. The respondents were from Arts, Science and Engineering
background mostly. The demographics of respondents are presented in Table 2.
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Table 2 Demographics of respondents

Category Frequency %age
Gender Male 98 47.8
Female 107 52.2
Total 205 100
Education UnderGrad 30 14.6
PosGrad 150 73.17
Doctoral 20 9.75
Others 5 2.43
Total 205 100
Age <=20 30 14.63
21-25 160 78.04
26-30 10 4.8
>30 5 2.43
Total 205 100
Course Arts 65 31.7
Science 70 34.14
Engineering 50 24.39
Others 20 9-75
Total 205 100

Data Analysis and Results

Factor Analysis (EFAand CFA)

Forinstrument development using theory-driven approach the data collected was analysed using
SPSS 20. Scale Validation was done in two steps. In first step exploratory factor analysis was done in
which data was put to PCA with Varimax rotation. Factor loadings greater than +- 0.5 and Eigen values
1 were extracted (Hair, Anderson, Tatham, & Black, 1998). Five stable constructs emerged with
minimal cross loadings and together explaining 68.7% of variance explained in table 3.

In second step data was subjected to confirmatory factor analysis using Amos 20 and data
depicted suitable model fit. The measures of model fit were: normed-fit-index = 0.916, goodness-of-fit
index (GFI) = 0.895, comparative fit index (CFl) = 0.946, adjusted goodness-of-fit index (AGFI) =
0.883 and root mean square of approximation (RMSEA) = 0.059.
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Table 3 Factor Analysis

Component

3

TS1
TS2
TS3
TS4
PE1
PE2
PE3
PE4
PU1
PU2
PU3
PU4
AU1
AU2
AU3
AU4

710
.728
756
.828

723
.653
723
.852

.665
722
.738
.802

725
712
.623
724

IU1

Iu2

1U3
Eigen
Value

762
.742
.786

>1 >1 >1 >1 >1

Cumulative Variance(%6) 68.7%

Reliability and Validity

Cronbach's Alpha coefficient was used to test the internal consistency / reliability of data.
Cronbach's Alpha coefficient greater than 0.7 indicates high reliability of date however coefficient less
than 0.35 indicates a poor reliability (Cuieford, 1965; Nunnally, 1978). In all the cases (constructs) the
Cronbach's Alpha coefficient was well above threshold value of 0.7 thereby suggesting high reliability.

Construct validity refers to degree to which two constructs are distinct. As in factor analysis using
PCA with varimax rotation five stable constructs emerged with all having factor loadings on respective
construct more than 0.6 it establishes the constructs convergent validity (Hair, Anderson, Tatham, &
Black, 1998). The discriminant validity was verified by checking correlation among various constructs.
In none of the cases correlation among constructs was reported above 0.85 thereby suggesting
adequate discriminant validity.

Structural Model and Hypotheses Testing

The research model was tested for hypothesized causal relationships between various
constructs. No significant correlation or differences was found between respondents groups on basis
of level of education, age and gender with dependent variables namely Intention to use and system
use.As such demographic variables were dropped for further analysis. With sample size greater than
200 Structural Model Equation (SEM) was preferred over traditional regression model for testing
proposed hypotheses (Loehlin, 1992). For model estimation SEM (Amos 20) was used with maximum
likelihood method. The Figure 3 represents structural mode results and various model indices were
CF1=0.962, NFI = 0.954, GFI = 0.952, AGFI = 0.936, RMSEA = 0.059, RMR = 0.037. As the good
fitness indices are there in modelall above 0.9 (Bentler, P. M., &Bonett, D. G.,1980). thus the path
coefficients (standardized) can be used to test hypotheses.
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R’ =0.384
Perceived
Usefulness (PU)

0.387 A 58%*
Technical 0.29* Attitude towards > Intention to
Support (TS) Use(AU) 0.42% Use(IU)
0.46% 0.39* R’ =0.425 R’ = 0.587
Perceived Ease of
Use (PE)
R?=0.332

Figure 3 Structural model testing results (*p <0.001)

In hypotheses testing following relationships were found significant among various constructs.
Technical support was found significantly effecting Perceived usefulness (H1) and Perceived ease of
use (H2). Technical support explained 33.2 % variation in Perceived ease of use. Perceived ease of
use was found to have significant effect on Perceived usefulness (H3). Technical support and
Perceived usefulness together explained 38.4% variation in perceived usefulness. Perceived ease of
use and Perceived usefulness had significant effect on Attitudetowards use (H4 & H5) and together
they explained 42.5% variation in Attitude towards use. Perceived usefulness did not have any
significant effect on intention (H6) to use thus was rejected (p > 0.05). Attitude towards use had
significant effect on intention to use (H7) and explained 58.7% variation in intention to use. The
hypotheses results are enumerated in table 4.

Table 4 Hypotheses results

Relationship Hypotheses Results
Technical Support is positively associated with Perceived

TS ----- PU H1 : Supported
usefulness
Technical Support is positively associated with Perceived

TS ———-- PE H2 : Supported
ease of use

Perceived ease of use is positively associated with
PE ----- PU H3 : Supported
Perceived usefulness

Perceived ease of use is positively associated with Attitude
PE ——-- AU H4 : Supported
towards use

Perceived usefulness is positively associated with Attitude
PU ----AU HS : Supported
towards use

Perceived usefulness is positively associated with Intention | H6 : Not-

to use Supported

Attitude towards use is positively associated with Intention
AU ----IU H7 : Supported
to use
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Discussion and Implications

In contemporary time it has become vital for educationists to impart learning through electronic
media(e-learning) as it cuts across the time and space barriers. This study tries to examine factors that
students put to evaluation while they decide whether to use e-learning systems for acquiring
knowledge or not. All the hypotheses proposed in study are verified to be true with exception of one
(PU IU). Whether a student will develop positive attitude towards e-learning and thereby actually start
using e-learning systems has been observed to be dependent on how easy to use and useful student
thinks an e-learning system. These factors besides other factors are dependent on how readily
technical support for e-learning system is available. The results of this study are coherent with various
other studies conducted on adoption of e-learning using TAM.

Previous studies have shown less consideration to external variables in TAM for e-learning
adoption. This study makes Technical Support as one of the external variable to better understand
adoption of e-learning. To knowledge disseminating institutes particularly college and universities the
e-learning content that is made available online for knowledge dissemination or acquisition, efforts
should be made to provide technical support whereever possible which should be in form of Live
chats, calling, hotlines ,trouble shooting, videos demonstration etc.

Limitations and Future Research

The limitations of the study include data which was collected from students of four north Indian
universities leaving aside huge number of students in other universities. Also majority of respondents
were students pursuing degree courses only and in age band of 20-25 years. Thus the generalization
of facts ought to be done with care.

While this study highlights the intrinsic technical aspects of the e-learning system (an external
variable), studies can also be conducted to understand impact of various other external variable,
(institutional, social & individual) that can significantly affect adoption of e-learning systems.
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Investigating the Phenomenology of Gender and Leadership
Styles: A Study of Leadership in Higher Education Institutions
of Jammu and Kashmir
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ABSTRACT

Despite the proliferation of leadership research in the past 75 years, investigating the ways in which
female and male leaders enact and experience leadership continues to surface unanswered
questions. The present study, conducted with special reference to higher education institutions in
Jammu & Kashmir, made an attempt to fill up this gap in the existing research. The study compares
different leadership styles across gender. The study also identifies the gender differences in
leadership styles as perceived by the leaders and their subordinates. It contributes to useful
knowledge for improving the leadership effectiveness of male and female leaders in the higher
education sector of Jammu and Kashmir State. The findings of the study can be replicated in other
organizations. The study has implications for practitioners and academicians.

Keywords: Leadership, Women Leaders, Leadership Styles, Higher Education

Introduction

Leadership has been extensively researched for hundreds of years by political scientists,
psychologists, historians, behavioural scientists and practitioners from various fields. Especially in
corporate sector, leadership has increasingly become a major research focus. Most of the research in
the area of leadership has been conducted in North American and European countries with quite
limited interest in other cultures and countries including India (Dastmalchian et al., 2001. The subject
has been studied by various people who have not been able to frame a single universal definition of
leadership due to its controversial nature. Research reveals that a leader has to perform several roles
which make leadership subject a complex one and there are as many definitions of the leadership as
there are leaders in this universe. Yukul (2010) has summarized leadership as a process of using
influence and motivation to encourage participation in achieving group or organizational success. A
leader should possess certain desirable characteristics, and then develop the relationship with
followers (Graen & Uhl-Bien, 1995). According to Eby and Allen (2012), the relationship between a
leader and a follower determines how employees interact and establish a social relationship in the
work group.

Gender and its impact on leadership has been a topic of discussion during the past few decades.
Voluminous amount of literature is available today on the topic and researchers have come up with a
very vast range of findings in the field. Gender differences in leadership styles have been the most
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intensely studied topics in the field of leadership, as more females have started to attain leadership
(Moran, 1992; Burke & Karen, 2001). Brandser (1996) explained that while sex refers to biological
differences between males and females, gender refers to the culturally created qualities of males and
females. With these basic differences between males and females different characteristics are
associated with them. Park (1996) makes a clear cut distinction of these characteristics. Being
aggressive, logical, assertive, more controlling, opportunistic are the characteristics associated with
males and the qualities associated with females are cooperative, warm, more emotional and
submissive. Since there exist a variation in the characteristics possessed by men and women, they
tend to exhibit different leadership styles. Leadership styles are the social influential process where
subordinates take efforts for goal accomplishment voluntarily (Nanjundeswaraswamy & Swamy,
2014; Northouse, 2013). Another perspective of leadership style was put forward by Memon (2014)
who views leadership style as a means to direct people, motivate them and implement the various
plans as a result of leader's personality and experience. Northouse (2013) argues further by saying
that leadership style is a behavioral pattern of a leader to influence his followers. The meta-analysis
conducted by Eagly and Johnson (2004) found men adopting task-oriented style of leadership and
women found to adopt relationship-oriented style. Eagly and Karau (2002) describe females as
communal leaders. Female leaders are viewed to build a caring and nurturing workplace environment
that promotes relationship building (Fine, 2009; Heim & Murphy, 2001). In contrast, other scholars
have argued that there are no significant gender differences between males and females in their
leadership behaviors. According to Shimanoff and Jenkins (1991), there are far more similarities than
differences in the leadership behaviors of men and women and they are equally effective.

Most of the leadership studies have been conducted in corporate sector and in government
organizations. There are inadequate studies on leadership in higher education due to the unique
features of colleges and universities. Birnbuam (1989) stated that it is very difficult to study leadership
in higher educational institutions since the goals are unclear, dual control system exists and conflicts
arise between administrative authorities. Cohen and March (1947) introduced the term “organized
anarchy” to explain the distinctive characteristics of the universities and colleges and also the issues
leader has to take into account. For the success of educational institutions, leadership plays a key role
(Osseo-Asare et al., 2005). Higher education sector has become more complex due to globalization,
technological developments and social changes. Oshagbemi (1997) states that these changes have
emerged from rising demand, cultural transformations and diversity in terms of structure and staff and
also the diversified missions.

Gender differences in leadership styles and effectiveness has become one of the most studied
research topics in the recent years. Whether men and women behave differently in leadership roles is
a much debated question. Although there is general agreement among the researchers that women
face more barriers to become leaders than men do, there is much less agreement about the behavior
of women and men once they attain leadership roles. The view of leadership as a masculine term
makes women less likely to be perceived as effective leaders or even to be considered for leadership
positions. It has been argued by some researchers that gender does not impact on leadership
effectiveness as the women leaders are as effective as men leaders (Yukl, 1999). Some studies even
showed that female managers are more transformational than male managers and female managers
tend to motivate followers with positive, reward-based incentives while as men offer a larger measure
of less effective and more negative threat-based incentives (Eagly & Engen, 2003).
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The present study, conducted with special reference to higher education institutions in Jammu
and Kashmir, made an attempt to fill up this gap in the existing research. The study particularly
compares different leadership styles across genders. The present study also identifies the gender
differences in leadership styles as perceived by the leaders and subordinates. It contributes to useful
knowledge for improving the leadership effectiveness of women leaders in the higher education
sector of Jammu and Kashmir State as the results have important productivity and welfare
implications. This study informs stakeholders on how to create an enabling environment at the policy
and practice level, to understand the requisite traits and strategies that have successfully sustained
women in leadership positions. The findings of the study can be replicated in other organizations led
by men and women leaders.

Theoretical Background and Hypotheses Development

Leadership is not a new concept in the field of social science studies. The study of leadership
dates back to 16th century when Plato, Sun Tzu and Machiavelli gave initial insights into the domain of
leadership. However, leadership has become the focus of contemporary academic studies in the last
60 years and particularly more so in the last two decades. In recent years, the area of leadership has
been widely studied more than any other aspect of human resource management. Leadership has
been a topic of scholarly and popular debate since last few decades and still researchers across the
globe have not emerged with an agreed-on definition of leadership. Despite the fact that scholars have
failed to come up with a single agreed upon definition for leadership, continuous attempts are being
made to give a clear understanding of this debatable term. Bass (2008) puts forward that the correct
definition of leadership and conceptions depends on the specific aspect of leadership of interest to the
individual.

According to Eby and Allen (2012) the relationship between a leader and a follower determines
how employees interact and establish a social relationship in the workgroup. It is an act of
accountability that takes the responsibility to create change through its vision. The perspective to this
leadership definition has been provided by Griffin (2012) who argued that leadership is a process that
focuses on shaping or influencing people to obtain organizational goals. Jagd (2010) proposed that
leadership is a process involving three elements: influencing others to behave in a certain way;
working with people in a group context; and influencing group members in the direction of a goal
accomplishment. Memon (2014) viewed leadership as a process by which a leader is able to influence
the attitudes, actions, thoughts and behaviour of other individuals.

Gender and Leadership

All communities build social rules according to gender and people are expected to behave as per
their gender category. Individual behaviors can be attributed to many factors which shape their
personality like ethnicity, cultural background, religion etc., but only two are common to every single
human being all over the world: male and female gender. Gender is the most obvious and visible
characteristic that distinguishes individuals. Gender and leadership is one of the most important
debated questions, the question being, “is leadership really a gendered concept and if it is, then how”.
There has been a significant development on leadership research wherein researchers have focused
on whether gender influences individual's leadership style? Eagly et al. (2003, 2013, and 2016) found
that the number of females moving into leadership positions is increasing. With this growing number of
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females in top positions in business and management, the differences on the basis of gender and the
possible differences in leadership styles and effectiveness have developed into a significant field of
study (Hoyt, 2013; Hoyt & Simon, 2016).

Men and women respond to situations differently and this difference in reactions has a bearing on
the style they adopt. While males are considered to be expressive in their opinions and usually sound
more powerful and confident, women are more inclined to ask questions or express a personal
viewpoint and they sound reassuring and placatory (Oakley, 2000). According to Bass and Riggio
(2006), women are better emotional communicators and have better interpersonal skills as compared
to males. Eagly et al. (2003) support the fact that when it comes to individualized considerations
women are far better than men. Women, who are in leadership roles have always struggled, faced the
serious challenges. Women have proved their abilities in every sector. Women today lead
multinational organizations and are in no way inferior to males.

Effective leadership is required in every organization, be that a private or a public one. The
effectiveness of leader's behavior determines how successful an individual's career will be and also
the fate of the organizations (Lussier and Achua, 2009). An effective leader provides benefit to his
subordinates as well as to the organization. Based on the literature review, following hypotheses has
been formulated.

H1: Gender makes no difference in leadership style.

H2: There is no significant difference in the leadership styles as perceived by the leaders
themselves, and those perceived by their subordinates.

Research Methodology

For the purpose of this study, the researcher has adopted the exploratory and descriptive
research designs. To explore the difference in leadership styles on the basis of gender, an exploratory
design was adopted. The present research also focused on investigating whether there is any
significant difference in the leadership styles as perceived by the leaders themselves, and those
perceived by their subordinates. To achieve this objective, descriptive research design was adopted.

Data Sources and Sample Design

The data was collected from the primary as well as secondary sources. The primary source
constituted responses from individual male and female respondents holding leadership positions in
higher education institutions of Jammu and Kashmir (Principles, Deans Directors and Head of the
departments) and also the individuals working under their supervision (as subordinates). The
secondary source of data consisted of various official records of colleges and universities and their
data bases. The members of academia holding key positions and their subordinates constitute the
unit of analysis. The study employed purposive sampling technique followed by systematic random
sampling method to collect the data from the universe. The whole population was divided into three
regions namely Jammu, Kashmir and Ladakh. Keeping in view the proper gender proportion out of
twenty two districts which comprise these three regions, ten districts were drawn purposively. The final
sample from the selected institutes was drawn randomly from the available sampling frame. The
selected institutes comprised of 6 multidisciplinary universities namely University of Kashmir,
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University of Jammu, Central University of Kashmir, Central University of Jammu, Islamic University
of Science & Technology and Shri Mata Vaishno Devi University and 29 multi-disciplinary government
degree colleges of the selected districts.

The sample size for subordinates comprises of 205 respondents keeping in view the population
which was 683 (Source: Data provided by Higher education Department, J&K). Only those
respondents were considered as subordinates who were working under the selected leaders in the
study. The sample size comprises of more than 30% of total population of subordinates. Since the
number of female respondents was limited, the equal number of male respondents was drawn from
the sample frame. The sample size of female leaders in selected higher education institutions was fifty
eight keeping in view the population that was 270 (as per the official record of higher education
department). The sample size drawn represents more than 20% of the population. Similarly fifty eight
male leaders were chosen randomly to draw a fare comparison. This figure comes to be more than
10% of the population which is 430. Donald (1967) and Miller and Smith (1983) recommend that the
researcher can take a random sample of 10-20% of population to use in analyses. A total of 72
questionnaires were distributed among male leaders out of which 58 completely filled questionnaires
were received back yielding a response rate of 80.50 percent which is higher than the accepted rate
of 33% (Pennings et al., 2002). In case of subordinate respondents, a total of 245 questionnaires were
distributed out of which 205 completely filled questionnaires were received yielding a response rate of
83.67 percent.

Design of the Questionnaire

A structured questionnaire was used for primary data collection. Since the study was meant to be
carried out in various higher education institutions comprising of males and females holding the key
positions and also the individuals working under them, two questionnaires were administered for this
purpose. The measurement scales used in this study were adopted from some earlier prominent
studies including Avolio, et al. (1999); Bergman, & Hallberg (2002); Boyd (2008); Eagly, et al. (1990);
Eagly & Johnson (1990); Lewin, and Lippitt, (1938); Lewin, et al. (1999/1939); Luthar. (1996); Smith,
etal (2012); Yukl, (1999); White, and Lippitt (1960). The questions were developed on a 5-point Likert
scale ranging from 1(Strongly Disagree) to 5 (Strongly Agree).

Results

The comparison has been drawn between the male and female leaders working in higher
education institutions of Jammu and Kashmir on the basis of their leadership styles. It was
hypothesized that 'Gender makes no difference in leadership styles'. To verify the hypothesis,
independent sample t-test was applied. The hypothesis was tested at 0.05 level of significance.

The Table 1.1 depicts the mean score for male and female leaders of higher education institutions
with reference to Leadership Styles dimension on 5-point Likert scale. The mean score of male
leaders was found between 3.22 and 3.60. While the mean score of female leaders was slightly higher
with means ranging between 2.68 and 4.01.

The difference in the mean scores of Leadership Styles dimensions across the gender was found
significant for autocratic style (t-value = 3.69), task-oriented style (t-value=4.43), relationship-oriented
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style (t-value= 4.43), and transactional style (t-value= 4.28). However, the mean scores which were
found insignificant are democratic style (t-value= 0.96) and transformational style (t-value= 1.05).
Since the differences in mean scores for all the leadership styles was not found significant we can
conclude that the hypothesis “Gender makes no difference in leadership style.” is partially rejected.

Table 1.1: Mean Score of Leadership Styles

Leadership Styles Statistics | Male Female t-value
Mean 3.23 2.68

Autocratic style 3.69%*
SD .994 .986
Mean 3.22 4.00

Democratic style 0.96
SD .993 992
Mean 3.60 3.30

Task oriented style 2.20%*
SD 1.03 1.01

Relationship oriented style Mean 3.23 3.72 443w
SD 965 995 '

Transformational style Mean 354 4.01

1.05

SD 921 911

Transactional style Mean | 3.47 3.32 428 %

Note: ** significant at 99% confidence level, * significant at 95% confidence level

The second hypothesis laid down by the present study was that “there is no significant difference
in the leadership styles as perceived by the leaders themselves, and those perceived by their
subordinates”. To verify the hypothesis, independent sample t-test was applied. The hypothesis was
tested at 0.05 level of significance.

The Table 1.2 depicts the mean score of leaders of higher education institutions and their
subordinates with reference to Leadership Styles dimension on 5-point Likert scale. The mean score
of leaders was found between 3.2 and 3.8. While the mean score of subordinates was slightly higher
with mean ranging between 3.01 and 4.01. The difference in the mean scores of Leadership Styles
dimension across the two groups, that is leaders and the subordinates was found significant for
autocratic style (t-value = 3.69), democratic style (t value= 2.42), task-oriented style (t-value= 2.20)
and transformational style (t-value=3.10). However, the mean scores which were found insignificant
are relationship-oriented style (t-value= 1.13) and transactional style (t-value= 1.04). Since the
differences in mean scores for all the leadership styles was not found significant we can conclude that
the hypothesis “There is no significant difference in the leadership styles as perceived by the leaders
themselves, and those perceived by their subordinates.” is partially rejected.
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Table 1.2: Mean Scores of Leaders and their Subordinates

Leadership Styles Statistics Leaders | Subordinates |t-value
Mean 3.8 3.5

Autocratic style 3.69%*
SD .994 .986
Mean 3.17 3.01

Democratic style 2.42%
SD .993 992
Mean 3.42 4.01

Task oriented style 2.20%*
SD 1.03 1.01
Mean 3.25 3.29

Relationship oriented style 1.13
SD 965 .995

Transformational style Mean 3.2 3.8

3.10%*

SD 789 .865
Mean 3.6 34

Transactional style 1.04
SD 973 921

Note: ** significant at 99% confidence level, * significant at 95% confidence level

Table 1.3: Acceptance/Rejection of Hypotheses of the Study

Hypothesis Statement Result
No.

Gender makes no difference in leadership style.
H; Partially rejected.

There is no significant difference in the leadership
H, styles as perceived by the leaders themselves, and Partially rejected.
those perceived by their subordinates.

Discussion of Results and Implications

Leadership has been an immense area of research for social scientists since decades. Because
of the broader significance, it has been studied constantly by researchers by taking up different
dimensions impacting different stakeholders. The present study has made an attempt to evaluate the
different styles of leadership in higher education and examine whether these leadership styles are
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gender specific in the light of objectives set for the study. The effective leadership continues to remain
critical for every organization as the success or failure depends on how well that organization is lead.
But historically the appearance of the leadership concept has naturally been shaped by masculine
values. Consequently, this small universe tailor made for men involved the emergence of gender
issues in leadership concepttoo. The role of the leader is very crucial and it becomes very important to
implement the right leadership style to the right situation.

The findings of the study revealed that gender makes a difference in leadership styles and males
and females lead differently. These findings are in harmony with the findings of Eagly et al. (2003) and
Martin, (2015) who identified that gender has a role in exhibiting the leadership style adopted by a
leader. Furthermore, these researchers argued that women leaders are more democratic as
compared to the male leaders who tend to be more autocratic. The findings are also in line with
Rosener (1990), who found that women tend to emerge as transformational leaders while men are
likely to use a transactional leadership approach. As suggested by Jin (2010), transformational
leadership incorporates the elements of empathy, sensitivity and relationship building which are
associated with females. Transactional leadership is referred to as authoritative which is more of a
male characteristic (Bennet, 2009). Since men and women have been created with various
physiological differences, these differences impact how an individual will behave in a particular role.
This can be one of the explanations why men and women tend to lead differently. On the basis of the
findings, it is revealed that male and female leaders tend to lead differently; there is a need to identify
the appropriate leadership styles so that overall effectiveness of the leaders will be enhanced.
Furthermore the study confirmed that there is a difference in the perception of leaders and their
subordinates regarding the leadership style adopted by the leaders.

From managerial perspective, there are important implications which can be derived from the
findings of this research. This study contributes in providing opportunity for the people who hold the
top ranks in higher education institutions including vice chancellors, registrars, etc., to manipulate the
policies at the institutional levels to increase the effectiveness of those holding the key ranks. The
study provides insights as to how various styles of leadership can be manipulated by males and
females in order to be more effective. The findings of this study can be replicated by the managers in
different sectors to enhance the leadership effectiveness and to make their organizations gender
friendly by promoting gender equality at all levels within their organizations.

Limitations and Directions for Future Research

Despite the pioneering explorations of the present study, various limitations were encountered
that need to be addressed in future. The first and foremost limitation of the study is the sample which
constituted male and female leaders holding key positions in higher education institutions of Jammu
and Kashmir state as well as their subordinates. So, the results cannot be generalized to entire
education sector of the state. Secondly, given the paucity of the resources particularly financial and
time, the study was restricted to Jammu and Kashmir state only. Third, the data was collected from
leaders and their subordinates only, ignoring the students in higher education sector. To have a more
comprehensive understanding of the leaders' overall ability, the opinion of students needs to be
incorporated. Fourth, in future research, a wider range of samples from different types of
organizations across various sectors should be used to test the proposed model and generalize the
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findings. Finally, the future research direction might be to further refine the findings by incorporating
additional items to the scale measuring the constructs of leadership styles.
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Mediating Role of Analysis of Affective State for

Generating Consumer Response Towards Visual
Merchandising in Online Context

Farah.S.Choudhary* and Alka Sharma**

ABSTRACT

Present research work aims to empirically investigate the relationship between online visual
merchandising and customer approach-avoidance behaviour in online context. With the Stimulus-
Organism-Response framework given by Mehrabian and Russell, 1974 as the base model, the study
also aims to understand the mediation effect of affective state including pleasure and arousal state in
the relationship of Online Visual Merchandising and Customer Approach-Avoidance Behavior. Based
on the sample of 400 online shoppers or browsers of Delhi and Mumbai of Flipkart and Amazon India,
the hypothesized relationships of the model were empirically tested by applying Sobel test and SEM
technique. The results indicated that there is a partial mediation of affective state in the relationship of
Online Visual Merchandising and customer Approach-Avoidance behavior. Thus, suggesting that the
online retailers should try to develop and design their website in such a manner that the Pleasure and
Arousal state of the customers are satisfied in totality with greater focus on the arousal component.

Keywords: Online Visual Merchandising, Arousal State, Pleasure State, Approach-Avoidance
Behaviour, S-O-R Model

Introduction

Worldwide Organizations have witnessed a paradigm shift in the business with the growth of e-
commerce. In 2015, the total retail e-commerce sales worldwide amounted to 1.55 trillion US dollars
and itis expected that by 2019, e-retail revenues will grow to 3.4 trillion US dollars. This indicates that
online shopping is one of the most prevalent online activities in the world. Further, as per a report by
the market research firm Internet and Mobile Association of India (IAMAI), 2017; the Internet users in
India have reached 450-465 million with 13.5% share of world internet users. One of the key outcomes
of this exponential increase has been the online retail in India, which has experienced growth at a
phenomenal rate, from being worth about $3.9 billion in 2009 to $38 billion in 2016 according to
Assocham. This rapid growth is due to an increase in acceptance of technology, improved standards
of living, growth in young population and increasing access to the Internet through broadband, smart-
phones and tablets and coming of 4G in India.

* Assistant Professor, The Business School, University of Jammu, India

** Professor, The Business School, University of Jammu, India
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The above discussion clearly suggests that e-retail in India has significant opportunity across all
segments, therefore investors have been aggressively financing the e-commerce sector. However,
with the entry of global e-commerce giants like Amazon and Alibaba in India, the competition in India
has intensified for home players like Flipkart, Myntra, Jabong and Snapdeal. As a result of this, the e-
commerce sites are searching for new techniques to attract customers. The emergence of severe
competition has made online retailers to use web environment and its elements in more effective and
efficient manner so as to create a positive impact on the customers. Thus, to improve shopping
experience, online retailers must conceptualize and design an online environment in such a manner
thatit facilitates consumer interactions (Dailey, 2004).

Traditionally, merchandising has referred to the products kept on the shelf and are being offered in
the store. But, nowadays there's a lot more to it. Merchandising is defined as “the variety of
goods/services available for selling and the display of those products in such a manner that it
stimulates interest and encourages customers to buy a product.” It's the second part of that definition:
“such a manner that it stimulates interest and encourages customers to buy a product.” thatis the core
of visual merchandising (Upadhyay, Aditya & Jauhari, Sangeeta & Vijay Singh, Dr. 2017). Unlike visual
merchandising of a brick and mortar store that can stimulate interest of a customer through all the five
senses (Kotler, 1973), online visual merchandising has only the screen and its image to attract the
consumers. Thus, online visual merchandising is all the more crucial for the online retailers as they
have limited control over other senses (Eroglu, Machleit, & Davis, 2001).

Also, it is seen from the previous researches that there is a lack of comprehensive framework of
online visual merchandising elements and none of the division is as per Indian online retail
environment.

Thus, the discussion above highlights relevance of studying Visual Merchandising (VM) in online
context. The present study attempts to analyse effectiveness of the OVM of main websites in India,
that is Flipkart and Amazon, India. The study further attempts to analyse the effect of OVM on
customer response behaviour. The outcomes of the analysis have indicated that OVM have been a
successful tool in attracting and appealing customers towards a website. The findings also convey
that customers have to design OVM in a manner that stimulate consumers' pleasure and arousal
state.

Literature Review

Visual merchandising of a store is defined as visual stimulus that communicates store image and
product information to consumers in a retail store environment. (McGoldrick, 1990; Pegler, 2001; Park
et al., 2013). According to Kotler (1973), visual merchandising is everything the customers see in a
store that creates a positive image of a business and results in attention, interest, desire and action on
the part of the customer. From the past few decades, studies on the environment have not only been
applied to the traditional store based retailing but also to the online stores. However, very little
attention has been given to visual merchandising in an electronic retail store. Unlike the traditional
stores which can attract consumers appealing to all five senses, online retailing is dependent almost
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entirely on the visual appeal which a consumer experiences via screen. In retail store, customers can
physically try on garments; feel the fabric and can read information on care and content labels.
However, online shoppers many times avoid purchasing things online due to uncertainty of garment
colour, fabric and details (Ji & Pang, 2006). Thus, Visual Merchandising is an important aspect for the
online retailers. (Eroglu, Machleit, & Davis, 2001).

Application of the Stimulus-Organism-Response framework to the current research

Mehrabian and Russell proposed the S-O-R model as an approach to environmental psychology.
Mehrabian and Russell (1974) considered the sensory variables and information rate in the
environment as the stimulus. The paper stated that an individual's character will have an effect on the
affective state, which then results in approach-avoidance response behavior (Mehrabian and Russell,
1974) (seefigure 1).

The Environment (S) Primary Emotional Behavioral Responses
Responses (0) Approach-Avoidance (R)
Sense modality variables
(e.g., color and temperature) . s Pleasure o (Which includes physical
e Arousal approach, exploration,
Information rate e Dominance affiliation, performance, or
(Characterizing the spatial and other verbal and non-verbal
temporal relationships among communications of preference)
the stimulus components of an T
environment)
Characteristic emotions
associated with
personality

Figure 1. Stimulus-Organism-Response Model (Mehrabian & Russell, 1974, p.8)

Online visual merchandising elements were chosen and organized based on a review of past
studies as the stimuli which are also the independent variables. Emotional variables, that is Pleasure
and Arousal were included in the organism part. In the response part, the approach and avoidance
behavior variable was used in this research.

Mediation effect of organism between stimulus and response

According to S-O_R paradigm proposed by Mehrabian and Russell (1974), customer emotions
has a mediating effect on various consumer response behaviors Based on the S-O-R framework,
previous researchers analysed the effects of consumers' emotions as mediators between
atmospheric stimuli and consumers' buying behaviours (Eroglu et al., 2003; Menon & Kahn, 2002;
Shermanetal, 1997; Spies etal., 1997).

Babin & Babin, (2001); Baker et al., (1992); Sanjeev Prashar, (2017), Spies et al, (1997) found
that the high levels of pleasure and arousal stimulated by the environmental stimuli increase purchase
intention and approach behaviours such as desire to explore and to shop (Eroglu et al., 2003; Menon
& Kahn, 2002). Earlier studies examined the effect of store colours on consumers' buying behaviours
such as approach behavior and purchase intention (Babin et al., 2003; Bellizi, Chrowley & Hasty,
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1983). Customers' evaluation and enthusiasm provoked by the colour of store atmosphere were
positively related to store purchase and loyalty intentions (Babin et al., 2003).

In Internet shopping context, Eroglu et al. (2003) found the important effects of pleasure and
arousal on customer approach behaviours. Previous studies observed that consumers' approach or
avoidance to the environment could be mediated by their emotional responses (Donovan & Rossiter,
1982; Holbrook & Gardner, 1993). Baker et al. (1992) showed the mediation influence of pleasure and
arousal state between store environment and customers' purchase intention. Sherman et al. (1997)
observed that in retail stores, pleasure and arousal state mediates the relationship between
atmospheric elements and consumer buying behaviours. Furthermore, Eroglu et al., (2003); Menon &
Kahn, (2003) discovered this mediating affect in online context. In Internet shopping context,
consumer emotions stimulated by atmospheric stimuli positively affect approach behaviours for
instance browsing more, engaging in impulse buying, and looking for more stimulating products.
(Eroglu et al., 2003; Fiore et al., 2005; Menon & Kahn, 2003). In addition, Sherman et al. (1997)
investigated that store's atmosphere shows the visual aspects of store and social environment have a
positive effect on pleasure, which can incite approach behaviours, for example, liking towards the
store and buying more. In online retailing, Ha and Lennon (2010) observed various online visual
merchandising elements' effect on consumer pleasure and arousal state while browsing or
purchasing. Thus, to conclude it can be found that pleasure and arousal state which are affected by
visual elements were positively connected to consumers' approach behavior and also, they mediate
merchandising elements' and consumer response.

Therefore, it is predicted that in online context, consumer emotions, that is pleasure and arousal
will mediate the relationship between online visual merchandising elements and consumer response
behaviours for instance purchase intention and approach behaviours. This argument led to the
development of the following hypothesis:

H1: Relationship between Online visual merchandising and customer response behavior is mediated
by emotional states.

RESEARCHMETHODOLOGY
Sampling

As per the eBay India Census survey (2013) Delhi, Mumbai, Bangalore, Hyderabad and Chennai
have emerged as the top five metro cities that shop online. Also, as per the findings of the survey by
couponzguru.com done in 2014, in online retailing, Bengaluru has the highest online traffic share of
15%.
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Further, the survey conducted by eBay India, 2016 about the consumer analysis indicates that
India's desire for shopping products online majorly focuses on fashion and beauty products. This
report also reveals that Mumbai, Delhi, Bengaluru, Chennai, Pune, Hyderabad, Kolkata, Ahmedabad
and Jaipur as the Top 9 e-commerce hubs in India. Amongst these cities, Mumbai has emerged as the
city with a highest number of online shoppers in India.

Thus, based on the findings of these surveys, it was important to collect the data from the
customers of top 6 metropolitan cities which have highest number of online shoppers in India. Hence,
the cities selected are as follow:

» Delhi
» Mumbai
Further, itis pertinent to mention that the research focuses on multi- category websites namely:
» Flipkart
» Amazon India

These sites have been selected due to the fact that they are the most popular websites in India for
online shopping. Also as per a survey by Retailopia for the year 2013, these sites are in the list of top 10
shopping websites in India. Moreover, as per a survey done by a website named
www.bloggersideas.com in April 2017 about the top online best shopping websites in India in the year
2017, these 2 websites have been listed as the top five websites in India. Further, another survey done
by Allusefulinfo in the year 2016 about the five best and trusted websites in India, Flipkartand Amazon
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India were rated as the two best and trusted websites for online shopping in India.
Sample Size
The sample size has been arrived at by using formula (Malhotra and Dash 2009):

(0 Z (07)(1-0.7) (196)°
np=— = =307

D 005y

N =Sample Size

Z = Z-value (e.g., 1.96 for a 95 percent confidence level) {Cumulative Normal Probability Table)
represent the probability that a sample will fall within a certain distribution.}

1 = Percentage of population picking a choice, expressed as decimal
D = Confidence interval, expressed as decimal (e.g., .04 = +/- 4 percentage points)

As per the above-mentioned formula 323 responses were sufficient to capture the customer's
behaviour for the purpose of the study.

Moreover, it has been noted during literature survey that majority of researches regarding online
shopping have been conducted using sample size of 150 to 300 respondents (Jiajing Wu, 2014;
Mehrabian and Russell, 1974; Donovan and Rossiter, 1982; Bitner, 1992; Lewison, 1994; Sherman et
al., 1997; Eroglu et al., 2001; Eroglu et al., 2003; Van & Verhaegen, 2004; Verchopoulos et al., 2004;
Haetal., 2007; Tsao and Chang, 2010; Hunter and Mukerji, 2011).

Therefore, a final sample of 400, that is (200 respondents from each of the two selected
websites) was taken.

Questionnaire Development

As the research is consumer centric, the data has been collected using the field survey method. For
this, a structured questionnaire was framed, pre-tested and personally administered to the target
population of individual online shoppers. An extensive literature was reviewed in order to develop
appropriate scales for this research.

The initial questionnaire contained 7-Likert scale items adopted from past studies however modified
to fit the context of the research topic. Only the affective, that is pleasure and arousal state has been
measured on a bipolar scale.
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DATAANALYSIS

The Sobel test was applied to find the mediation effect. The Sobel test presents a statistical test to
understand whether the indirect path from the independent variable to the dependent variable is
statistically different from zero. The test proposes the following equation for estimating indirect
effects: ]

Z-value = a*b/SQRT (b2*sa2+a2*sb2).]

This formula involves the unstandardized regression coefficient (a) and the standard error (sa) of
the relationship between the independent variable a, and the unstandardized regression coefficient
(b) and standard error (sb) of the path from the mediator to the dependent variable. The table 2 to table
6 show results of Sobel Test for mediation effect.

Mediating effect of pleasure between Online Visual Merchandising and approach/avoidance
behaviour

The impact of ‘Pleasure State’ as a mediator between the Online Visual Merchandising
(independent variable) and Approach/Avoidance Behaviour (Dependent variable) has been studied in
the following steps.

Table 1: Regression for online visual merchandising (IV) and Approach/Avoidance Behaviour
(DV)

Model Unstandardized Coefficients Standardized t Sig.
Coefficients
B Std. Error Beta
OVM .943 .065 0.528 17.056 .000

Note: Online Visual Merchandising (OVM)

Table 2: Regression of mediator pleasure state and online visual merchandising (V)

Model Unstandardized Coefficients Standardized t Sig.
Coefficients
B Std. Error Beta
OVM 304 .065 0.114 5.378 .000

Note: Online Visual Merchandising (OVM)

Table 3: Regression equation of online visual merchandising on Approach/Avoidance
Behaviour controlling the mediator pleasure state.

Model Unstandardized Coefficients Standardized t Sig.
Coefficients
B Std. Error Beta
OVM 917 .063 0.501 14.764 .000
P .011 .046 0.006 .656 .000

Note: Online Visual Merchandising (OVM), Pleasure (P)
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It can be comprehended from table 1 and table 3 that the Beta coefficient for Online Visual
Merchandising Approach/Avoidance behaviour decreases from 0.528 to 0.501 when pleasure state is
added to the regression. This implies that pleasure state may be having a mediating effect. The
significant values required for the Sobel test for mediation are Online Visual MerchandisingApproach/
Avoidance Behaviour: unstandardized coefficient (a) =0.304, standard error (sa) = 0.065(Table 2) and
Pleasure Approach/Avoidance Behaviour, with Online Visual Merchandising controlled:
unstandardized coefficient (b) =0.011, standard error (sb) =0.046 (Table 3).

Putting all the values in the formula,
Z=0.2388,p=0.8112

So, as per this mediation analysis, it is proved that pleasure does not mediate the relationship
between Online Visual Merchandising and Approach/Avoidance behaviour.

Mediating effect of Arousal between Online Visual Merchandising and approach/avoidance
behaviour

The impact of Arousal State as a mediator between the online visual merchandising (independent
variable) and Approach/Avoidance Behaviour (Dependent variable) has been studied in the following
steps.

Table 4: Regression of mediator arousal state and online visual merchandising (IV)

Model Unstandardized Coefficients Standardized t Sig.
Coefficients
B Std. Error Beta
OVM 756 .041 0.527 14.165 .000

Note: Online Visual Merchandising (OVM)

Table 5: Regression equation of online visual merchandising on Approach/Avoidance
Behaviour controlling the mediator arousal state

Model Unstandardized Coefficients Standardized t Sig.
Coefficients
B Std. Error Beta
OVM .854 .089 0.419 11.228 .000
A 246 .065 0.184 4.346 .000

Note: Online Visual Merchandising (OVM), Arousal (A)

It can be comprehended from table 1 and table 5 that the Beta coefficient for Online Visual
Merchandising Approach/Avoidance behaviour decreases from 0.528 to 0.419 when arousal state is
added to the regression. This implies that arousal state may be having a mediating effect. The
significant values required for the Sobel test for mediation are Online Visual Merchandising Approach/
Avoidance Behaviour: unstandardized coefficient (a) =0.756, standard error (sa) = 0.041(Table 4) and
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Arousal Approach/Avoidance Behaviour, with Online Visual Merchandising controlled:
unstandardized coefficient (b) =0.246, standard error (sb) =0.065(Table 5).

Putting all the values in the formula,
Z=3.707,p=0.000

So, as per this mediation analysis, it is proved that Arousal does mediate the relationship between
Online Product Image and Approach/Avoidance behaviour.

To sum up, we can conclude that arousal mediates the relationship between Online Visual
Merchandising and Approach/Avoidance behaviour.

AROUSAL
ONLINE VISUAL APPROACH /
MERCHANDISING
AVOIDANCE
BEHAVIOUR

Figure 3: Arousal Model

Mediating effect of Affective (Pleasure and Arousal) State between Online Visual
Merchandising and approach/avoidance behaviour

The impact of Affective (Pleasure + Arousal) State as a mediator between the online visual
merchandising (independent variable) and Approach/Avoidance Behaviour (Dependent variable) has
been shownin Table: 6 (i), 6 (ii) and 6 (iii).

Table 6 (i): Regression for online visual merchandising (IV) and Approach/Avoidance
Behaviour (DV)

Model Unstandardized Coefficients Standardized t Sig.
Coefficients
B Std. Error Beta
OVM .983 119 0.632 18.443 .000

Note: Online Visual Merchandising (OVM)

Table 6 (ii): Regression of mediator Affective (Pleasure + Arousal) State and online visual
merchandising (IV)

Model Unstandardized Coefficients Standardized t Sig.
Coefficients
B Std. Error Beta
OVM .567 .095 0.114 4.234 .000

Note: Online Visual Merchandising (OVM)
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Table 6 (iii): Regression equation of online visual merchandising on Approach/Avoidance
Behaviour controlling the mediator Affective (Pleasure + Arousal) State.

Model Unstandardized Coefficients Standardized t Sig.
Coefficients
B Std. Error Beta
OVM 924 .063 0.534 15.349 .000
AF 366 .046 0.067 3.991 .000

Note: Online Visual Merchandising (OVM), Affective State (AF).

It can be comprehended from table 6 (i) and table 6 (iii) that the Beta coefficient for Online Visual
Merchandising - Approach/Avoidance behaviour decreases from 0.623 to 0.534 when pleasure state
is added to the regression. This implies that Affective (Pleasure + Arousal) State may be having a
mediating effect. The significant values required for the Sobel test for mediation are Online Visual
Merchandising > Approach/Avoidance Behaviour: unstandardized coefficient (a) =0.567, standard
error (sa) = 0.095(Table 6 (ii)) and Affective (Pleasure + Arousal) State > Approach/ Avoidance
Behaviour, with Online Visual Merchandising controlled: unstandardized coefficient (b) =0.366,
standard error (sb) =0.046 (Table 6 (iii)).

Putting all the values in the formula,
Z=4.7744,p=0.0000
According this mediation analysis, it is proved that in total Affective (Pleasure + Arousal) State

do mediate the relationship between Online Visual Merchandising and Approach/Avoidance
behaviour.

AFFECTIVE STATE
ONLINE VISUAL APPROACH /
MERCHANDISING >
AVOIDANCE
BEHAVIOUR

Figure 4: Affective State Model

Furthermore, the mediation analysis was also validated by using bootstrapping technique in SEM
as recommended by Hayes (2009). The Table 7 shows that indirect effect for Online Visual
Merchandising and Approach/Avoidance Behaviour through Pleasure and Arousal state were
significantat 0.043 and 0.036 respectively at p<0.05. Thus, suggesting partial mediation.
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Table 7: Results of Mediation Analysis

PATHS | PATH DIRECT INDIRECT | SIGNIFICANT/ DIRECT INDIRECT | RESULT
DIRECTION EFFECT EFFECT | INSIGNIFICANT EFFECT EFFECT
P-value P-value Value Value
1 OVM=>P>AA 0.021* 0.043 Significant 0.405 0.237 Partial
Mediation
2 OVM>A>AA 0.036 Significant 0.181

Note: * p-value <0.05

The results above also suggest that pleasure and arousal when combined have a mediating role
between online visual merchandising and customer response behaviour. Therefore, the results of the
present study imply that the marketers should try to manage online visual merchandising elements in
such a manner that the pleasure and arousal state of the customers are satisfied in totality with greater
focus on the arousal component.

Findings and Conclusion

The results of mediation analysis propose that pleasure and arousal when combined have a
mediating role between online visual merchandising and customer response behaviour. Also, the
findings in the Study reveal that there is a significant effect of emotions (pleasure and arousal) on
consumer response behaviour. Customers who experience greater pleasure and arousal while
browsing a website tend to be satisfied with the website and have greater approach behaviours (e.g.,
desire to explore or shop) than those who experience less pleasure and arousal. Findings also
suggest that customers more aroused by website tend to have greater satisfaction with the website
and enjoy on the shopping and exploring the website.

Thus, itis important for online retailers to build pleasant and arousing websites with greater focus
on the arousal component to increase consumers' approach behaviour. Various Online Visual
Merchandising elements may help online retailers to develop more pleasant and arousing websites
that subsequently generate positive consumer response behaviours.

The results of the study also validate the S-O-R paradigm given by Mehrabian & Russell, 1974

predicting the emotional state (pleasure and arousal state) as mediators in the relationship between
various Online Visual Merchandising elements and consumer response behaviour.
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Besides the academic contribution, the result of the study indicates several implications for the
industry as a whole. Firstly, the results of the present study have further confirmed the significance of
web atmospheric elements for consumers' emotional responses and customer response behaviour.
The results of the study support the conclusion that a better design and higher level of web
atmospheric cues (such as Atmospherics, Online Density, Model appeal, Product Presentation,
Website navigation, Website Advertising and Online Product Image) have a positive effect on
consumers' emotional states and on the customer's behaviour. This information can help retailers,
marketers, and researchers to develop and market their merchandise more efficiently by deliberating
the effect of online visual merchandising cues on consumers' response and affective states.

Hence, the present research provides valuable information to online retailers to develop new
strategies for visual merchandising of their websites in order to attract both online browsers who visita
website without a purchasing goal and shoppers who visit a website with a purchasing goal. Online
Visual Merchandising elements may help online retailers to create the websites that draws the
attention of new customers. To attract online browsers without intention to purchase, online retailers
have to differentiate their websites from other online retailers like more colourful icons and
background and dynamic image display may stimulate online browsers' pleasure and arousal that
affect their subsequent approach behaviour towards a website.

Thus, the online retailers need to strategically design their Online Visual Merchandising as a tool
to differentiate their website from competitors and gain an edge in virtual market. Online Visual
Merchandising is a significant tool for attracting customers; thus, it should be designed effectively and
efficiently. Additionally, the web companies should try to create a website that stimulate the emotional
state of the customer.
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Appendix
Online Visual Merchandising

Colour of the Website

1. The colour theme and text of the website are visually pleasing.
2. The colourtheme and text of the website are trendy.

3. Thecolourtheme and text of the website are attractive.
Layout

1. Thelayoutofthe website is well structured.

2. Thelayoutof the website has good displays.

3. Thelayout of the website is consistent with overall style.
Product Image Quality

1. The website looks nice because of the productimage quality.
2. The productimage quality is good.

3. The productimage quality is visually comforting.

Online Density

1. The productdensity (number of pictures in a page) is appropriate.
2. The product density is visually attractive.

3. The productdensity is systematized.

Model Appeal

1. The model presentthe products properly.

2. Themodelinthe pictures are good-looking.
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3.

The models of the website are visually calming.

Product Presentation

1.

Interactivity of product presentation is appropriate.

2. Interactivity of product presentation is lively.

3. Interactivity of product presentation is engaging.
4. Interactivity of product presentation is stimulating.
Website Navigation

1. The website has good presentation of products.
2. Thewebsiteis easytouse.

3. The navigation of the website is easy.

4. Thewebsiteis flexible to use.

Website Advertising

1.
2.
3.

Farah.S.Choudhary and Alka Sharma

The banner ads and promotional text have clear messages.

The banner ads and promotional text are knowledgeable.

The banner ads and promotional text are engaging.

Emotional State

Pleasure

1.

2
3
4.
5
6

Happy Unhappy.

Pleased Annoyed.
Dissatisfied Satisfied.
Despairing Hopeful.
Bored Relaxed.

Contented Melancholic.

Arousal

1.

2
3
4.
5
6

Frenzied Sluggish.
Dull Jittery.
Unaroused Aroused.
Relaxed Simulated.
Calm Excited.

Wide awake Sleepy.

Approach/Avoidance Behaviour
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1.

© ® N o g »~ 0D

| enjoyed visiting the website.

| was frustrated while looking at the website.

| was satisfied with my shopping experience at the site.

| don'tlike the environment of the site.

I would avoid looking around or explore the environment of the site.
Given a choice, | would probably not go back to the site.

I like the environment of the site.

I mightend up spending more money than | originally set out to spend.

I would recommend this site to other people.
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Marginalisation and Traumatic effects of Cancer:
A Study of The Kiss of Life by Emraan Hashmi

Sumit Garg* and Sushil Kumar**

ABSTRACT
Cancer is a name which has haunted all of us for ages. The very utterance of this word creates shiver
inthe body. Any literary text on cancer does not provide any cure or remedy for the disease as physical
science can but through the reading of Emraan Hashmi’s The Kiss of Life one can understand the
marginalisation one has to face and the relentless trauma one has to undergo. The paper is an attempt
to understand how Cancer causes marginalization and trauma in the life of an individual as well as the
family of the individual suffering with cancerin Emraan Hashmi's semi-autobiography The Kiss of Life.

Keywords: cancer, literature, marginalisation, trauma

Introduction

Emraan Hashmi is a popular Bollywood actor. With the three filmfare awards he is acknowledged
as the highly paid and successful actor. In 2014, Emraan had to suffer because his son, Ayaan, was
diagnosed with cancer which changed his entire outlook towards life. This pain and suffering of Ayaan
and the whole family is represented in The Kiss of Life. However, any literary text on cancer does not
provide any cure or remedy for the disease as physical science can but through this text one can
understand the marginalisation one has to face and the relentless trauma one has to undergo. The
paper is an attempt to understand how Cancer causes marginalisation and trauma in the life of an
individual as well as the family of the individual suffering with cancer through Emraan Hashmi's semi-
autobiography The Kiss of Life.

Cancer is a name which has haunted all of us for ages. The very utterance of this word creates
shiver in the body. People all over the world are suffering and dying because of this dreaded disease.
According to WHO, “Cancer is a generic term for a large group of diseases that can affect any part of
the body... “One defining feature of cancer is the rapid creation of abnormal cells that grow beyond
their usual boundaries, and which can then invade adjoining parts of the body and spread to other
organs...” (“Cancer”). Cancer is not a new disease. The word cancer came from a Greek word
karkinos to describe carcinoma tumors by a physician Hippocrates (460370 B.C). The world's oldest
recorded case of breast cancer hails from ancient “Egypt in 1500 BC” and it was recorded that there
was no treatment for the cancer, only palliative treatment (Sudhkar).

* Assistant Professor in English, Punjabi University College, Ghudda, Bathinda, Punjab, India
**Assistant Professorin English, YCOE, Punjabi University Campus, Talwandi Sabo, Bathinda, Punjab, India
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Cancer was initially a body disease, then a tissue disease, and finally became a cell nucleus
disease due to the disordered multiplication of cells. Now it has also taken the shape of a psycho-
social disease apart from being a physiological one. Actually “we are misled by profit hungry
multinationals and coaxed into believing that some things are good for us” (Hashmi and Siddiqgi 112).
From the beginning of the 20th century, the number of cancer centers increased in Europe and as a
result treatments became more individual and efficient for each patient. A new industry was born
catering to the needs of cancer patients but there is the flip side of the coin too. The war against cancer
has already been lost. Data say that cancer industry is probably the most prosperous industry in the
United States (We Lost the War on Cancer 125). Emraan puts it “Cancer is where the money lies. It's a
business. And finding a cure could probably mean losing out billions of dollars” (Hashmi and Siddiqi
116). The question that impinges upon the mind is whether the war against cancer is being won or the
pharmaceutical companies indulged in providing costly treatments for cancer are being fed. Another
thing which is important to note here is that globally capitalism has enveloped the whole market where
the sole motto is to keep the market intact in order to earn profit. In his essay “Is Capitalism a Disease?
The Crisis in U.S. Public Health”, Levin points out the advent of so many ills along with this notion (13).
It seems the increase in the number of cancer patients is one such outcome.

Hashmi mentions that “the number of global cancer deaths by 2030 is estimated to be a whopping
11.5 million... [m]ore than 50 per cent of all cancers occur in developing countries” (143). The whole
world is suffering with this disease and India is no exception. The Indian Council of Medical Research,
in its 2016 report said that the total number of new cancer cases is expected to be around 14.5 lakh
and the figure is likely to reach near 17.3 lakh by 2020. These facts are quite alarming but if one
penetrate a bit more Punjab, which was considered as the food bowl of India has crossed the national
average in terms of number of cancer patients, is termed as the cancer capital of India. “All cancers are
higher than average in Punjab, especially kidney, urinary, bladder and breast cancers....” (144). This,
of course, is in consonance with the figures stated by Jyotsna in her article on “Down to Earth” which
states that “there are at least 90 cancer patients for every 100,000 population of Punjab against the
national average of 80 for every 100,000 population.”

There has always been a deep chord between literature and disease. According to Toombs
(1992), Literature and medicine have been interwoven so profusely extending from The Magic
Mountain of Thomas Mann to the philosophical writings of K. Toombs, suffering from multiple sclerosis
(17). What a disease does to a person is that it really shakes the roots of the existence of the person
which needs to be recomposed. Of course, the doctor cures and tries to restore the physical health but
the patient needs to be more in a state where the psychological battle with the disease is to be won.
Here comes the role of literature as according to Donohoe and Danielson (2004), “Literature's power
lies in its ability to call up and articulate feelings and evoke vicarious experience.” Scott (2014)
elaborates that physicians all over the world have almost accepted that special skills are required to
read the psychology of the person suffering with disease. And these skills in a way, “fall under the
domain of literature which has a long tradition in the creation of subjects, notably in those texts where
this creation is part of the narrative” (4).
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Obviously, a piece of literature has nothing to do with the curing of the patientin the literal sense of
the term but it provides the vitality to fight with the disease psychologically. Reading about a person
who has fought with a dreaded disease like cancer gives a kind of boost. It acts as a therapy which
sometimes proves more effective than the physiological treatment of the disease. Peterson (1976)
has put forth the representation of “brain fever” in the 19th century literature in the works such as
Wuthering Heights (447). The writers of the Modern age also pursued the ruts and reconnoitered the
relationship between disease and writing. Woolf (1930) writes, “Considering how common illness is,
how tremendous the spiritual change that it brings, how astonishing, when the lights of health go
down, the undiscovered countries that are then disclosed... it becomes strange indeed thatillness has
not taken its place with love and battle and jealousy among the prime themes of literature” (193).

A lot has been written on the theme of cancer in order to have psychological as well as
therapeutic effect on readers. Armstrong's (2001) /t's Not About the Bike: My Journey Back to Life is an
inspiring journey of world-class hero Lance Armstrong, from the dark night of advanced testicular
cancer through his dramatic victory in the 1999 Tour de France, and beyond. Frank (2002) in his At the
will of the body: Reflections on illness declares “lliness as an opportunity, though a dangerous one. To
seize this opportunity, | need to remain with illness a little longer and share what | have learned through
it....” Yuvraj Singh (2013) in his The Test of My Life from Cricket to Cancer and Back describes his
battle with the dreaded disease and how he was able to overcome this traumatic phase in his life. The
cricketer had seen the world crumbling before him as he dealt with chemotherapy. Scott's (2015)
Every Day | Fight is both a labour of love and a love letter to life itself. Struck by appendicle cancer in
2007, Stuart battled this disease with an unimaginable tenacity and vigour. He wanted to be there for
his daughters not simply as their dad, but as an immutable example of determination. Sager (2016) in
Living Out Loud, shares incredible stories from his remarkable career and chronicles his heroic battle
of fighting against leukemia. Hashmi and Siddiqi (2013) in The Kiss of life have given the record of the
sufferings of the parents of a four year old kid who is having Wilms' tumour. What differentiates this
work from others is its story line in which the actual sufferer Ayaan, son of Emraan Hashmi even does
not know a bit about cancer but on the other side the parents are in a state of trauma and are
marginalised due to this disease.

Marginalisation: A Multilayered phenomenon

Apersonwho is related with research or follows social media is aware of the term 'marginalisation’
but the meaning of the term is used generally in singular sense, that is social marginalisation. To be
marginalised is to be forced to occupy the sides or fringes and thus not be at the centre of things. In the
social environment, groups of people or communities have the experience of being excluded. Their
marginalisation can be because they speak a different language, follow different customs or belong to
adifferentreligious group from the majority community. They may also feel marginalised because they
are poor, considered to be of 'low' social status and viewed as being less human than others.
Sometimes, marginalised groups are viewed with hostility and fear. This sense of difference and
exclusion leads to communities not having access to resources and opportunities and in their inability
to assert their rights. They experience a sense of disadvantage and powerlessness vis-a-vis more
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powerful. Avadesh Singh states that marginalisation is “[t]he temporary state of having being put aside
of living in relative isolation, at the edge of system (cultural, social, political or economic), in mind,
when one excludes certain domains or a phenomenon from one's thinking because they don't
correspond to the main-stream philosophy” (45). Karl Marx accounts marginalisation or social
exclusion with a materialistic approach. According to him, marginalisation stems from the control of
means of production. The modern society has only two classes of people: the bourgeoisie and the
proletariat. The bourgeoisie are the owners of the means of production: the factories, businesses, and
equipment needed to produce wealth. The proletariats are the workers. The bourgeoisie in capitalist
societies exploit workers, that is proletariats. Over a period of time bourgeoisie are becoming richer
and the proletariat, on the other hand, are becoming poorer and thus exploited. This causes their
marginalisation on economic basis. In “Communist Manifesto”, Marx describes the condition of the
labourers as follows: “The modern labourer ..., instead of rising with the process of industry, sinks
deeper and deeper below the conditions of existence of his own class. He becomes a pauper, and
pauperism develops more rapidly than population and wealth” (12). But marginalisation is seldom
experienced on one sphere. Economic, social, cultural and political factors work together to make
certain groups in society feel marginalised. It may be considered on the basis of illness also which
means that the people who do not fall under the category of normal health can be called the
marginalised ones. But among these there are such cases that are treated very carefully and are
looked after more than the normal people. Though this seems positive yet they are secluded, isolated
and in a way alienated from the mainstream. The practices of excluding some members of society,
denying them the privilege of leading a life equivalent to the rest and suppressing them under the
burden of an oppressive identity has always been prevalent in society. According to Foucault, “In the
Middle ages, exclusion hit the leper, the heretic. Classical culture excluded by means of the General
Hospital, the Zuchthaus, the Workhouse, all institutions which were derived from the leper colony. [He]
wanted to describe the modification of a structure of exclusion” (9). He further argues “Once leprosy
had gone... these structures still remained. The game of exclusion would be played again, often in
these same places, in an oddly similar fashion two or three centuries later. The role of the leper was to
be played by the poor and by the vagrant, by prisoners and by the 'alienated' and the sort of salvation
at stake for both parties in this game of exclusion is the matter of this study. The forms this exclusion
took would continue, in a radically different culture and with a new meaning, but remaining essentially
the major form of a rigorous division, at the same time social exclusion...” (2006). Cancer causes such
marginalisation and in a way it can be termed as the multiple marginalisations where the person
suffering with the disease cannot have access to the fundamentals in life. Even the person who is
economically well off has to pay high price as the disease takes away the normal life of the person and
push him to the marginalised category where he has to suffer not only economically but also
physically, socially and psychologically. Sometimes a person recovers well from the disease but it
takes him a lifetime to erase the traumatic experiences of the treatment like chemotherapy, surgery,
etc., in case of cancer.
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Another aspect which is to be taken care of is the marginalisation on the basis of the availability of
the treatment of the disease, especially in case of cancer. What is emphasized here is that the normal
treatment which is generally available, that is chemotherapy and the medicines related to it are not the
only treatmentin the market rather these are made the only treatment. There are also more successful
and economical ways of dealing with the dreaded disease. Unethical practices are being followed and
the other treatment which may be, so to say, economical and less time consuming is relegated into the
background in order to feed the big fat bellies of the pharmaceutical companies who manufacture the
medicines for the disease and they do not want to decrease their profits. There is, undoubtedly, unholy
nexus of the greedy politicians and pharmaceutical corporate houses which is making it more and
more intricate problem the solution of which is distant utopia. The reason behind seems clear that
cancer industry does not want to remove roots of the cancer as it will prove to be a threat to their own
existence. After all it is market where gains are more important than the life of a person and nobody
candispense withiit.

Moreover, a person suffering with the disease has to fight with it both physiologically and
psychologically. At times he feels low and socially unacceptable. Nevertheless a continuous battle is
to be fought both outside and inside. The battle outside which is strenuous seems comparatively easy
going to that of the battle inside which shatters the person into pieces. There are so many after effects
of the treatment of cancer which attack the patient psychologically like hair loss, reshaping of the body
and the pain suffered during the treatment. Here comes the role of anotherindustry: the psychiatry and
asylums. Psychological counseling is quite a new term to all of us which is rather good way to vomit the
evils or problems out of the brain of a person. But the medicines related to the psychiatry are
increasing day by day without the assurance of making a person psychologically fit. The patient
becomes habitual of the drugs which are given during the psychological treatment of a patient apart
fromits side effects.

Marginalisation and trauma: A narrative of an unexpected journey

Ayaan, the four year old son of Emraan Hashmi was detected second stage Wilms' tumour in
January 2014. Fond of fast food like pizza, Ayaan accompanied his parents to a Hotel where all of a
sudden his mother, Parveen, saw her son urinating blood. The life came to a standstill for the parents
but the kid, on the other side, “was jovial, as though nothing had happened” (Hashmi and Siddiqi, 17).
Even while going for the treatment to Canada he caught the sight of Pizza at the airport and felt like
having it but like any normal child he could not have it. The sight of blood in the urine creates stir in the
life of the parents and they start searching for the causes and while surfing through the Google one of
the reasons they hypothesized about was cancer. But in their heart of hearts they urged their
apprehensions to become false as they prayed to God “...[d]on't let this be cancer” (28). The very
threat or the apprehension of the disease creates the trauma in the life of the family members. “I
decided to distract myself... | headed to the gym... It didn't do me any good... There was no running
away from this thought” (28). The apprehensions came to be true as it was cancer rather “[a] rare
cancer of the kidneys that primarily affects children” (29). It was actually Wilms' tumour named after a
German doctor, Max Wilms, who wrote one of the first medical articles about the disease in 1899.The
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kid was to be operated. The whole world came to a standstill and Hashmi started feeling alienated from
the whole world. Finding refuge in the family everything else seemed a different world with whom he
did not identify: “The rest of the world seemed happy to go about their routine. | suddenly began to
dislike everyone and everything” (32).

Though the operation was successful yet the doctors had to remove the kidney as it was
enveloped by the tumour. Resultantly Ayaan had to undergo multiple cycles of chemotherapy as “ina
bid to kill cancer, often there is collateral damage” (44). In that case even the healing is not healingiitis
a kind of damage. Apart from that the drug which was there as the cure for cancer in the form of
chemotherapy had side effects like hair loss, constipation, numbness, pain, mouth ulcers, etc., which
is enough to create trauma for the patient as well as his family members. Emraan’s life started moving
around medicines and hospitals as if no other thing in the world existed. After the surgery Ayaan had to
undergo chemotherapy in numerous sittings which took around six months. Besides, Emraan and his
family were always haunted by cancer and they used to surround themselves with the literature
containing the cure for cancer: “l read almost everything- articles and literature- that there was on the
Wilms' tumour....” (45). The family had to move to another country for the better treatment of their kid
as so many facilities were not available in India and even if they were available the quality was lacking.
This act of taking Ayaan to Canada for the treatment made him marginalised as he had to spend a
whole lot of money and surrounded by unfamiliar people. Here Emraan Hashmi is affluent enough to
afford the expenses of the treatment yet he had to move back to India leaving the treatment of his son
Ayaan in the hands of his wife Parveen in order to complete his pending films so that the cost of the
treatment could be met: “I could not walk out of the films... | [was] to take Ayaan abroad for his
treatment, that would've cost us alot of money too” (114).

Before going to Canada Ayaan had to undergo a surgery and one chemo session in India. During
that time Emraan witnessed lots of children lying on the floor after their chemo sessions as their
parents were not rich enough to pay the heavy cost of treatment which represents the marginalisation
as “[tlhe number of global deaths by 2030 is estimated to be a whopping 11.5 million” and the major
cause is economic problems (143). On one hand they were troubled by their poverty and on the other
hand they had to wage a war against cancer. Any normal person is not paid attention generally but
when a person falls sick he attracts the attention of the whole family and friends as well. The person
suffering sometimes does not know how to respond to and he feels being away from the normal and
this also seems a sort of marginalisation. Ayaan, suffering with cancer, could not play like a normal
child; was always under a strict vigil; had to apply the mask all the time to avoid germ and as such felt
marginalised during the treatment. “Stop fidgeting and keep the mask on... he kept trying to pull off the

mask...” (62). Emraan took Ayaan to Canada by telling a lie that they were going on another vacation
but Ayaan felt cheated when he had to visit the hospital and wear the hospital gown. It was a sort of
trauma revisited: “Asense of déja vu struck him once he was wheeled into the hospital room” (72). The
only refuge for Ayaan in this traumatic situation was the fictional character of Iron Man which he, like
almost every kid, thought to be real. And the refuge for Emraan was cinema where he could be away

from his own self to play so many different characters.
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A kid is generally full of life and energy, always moving here and there and so was Ayaan but
cancer ruined his health. Resultantly he could not move like a normal kid. Always being protected and
cared for attitude was ruining him psychologically as Emraan mentions “l was accustomed to seeing
my kid running around, and this restricted him” (76). The imprints of chemo treatment in Canada were
also too deep in the brain of Emraan that it “still echo in [his] head when [he] think[s] about it” (73). They
all were waiting for the bad dream to end. Emraan was suffering from insomnia, and if ever he was able
to get some sleep, nightmares of cancer haunted him. “It was yet another nightmare about a tumour
that had caused [him] to wake up in the middle of night. On one side his son was badly hit with cancer
and on the other side he was to move away from the family in order to earn money but the pain of
Ayaan becomes obvious when he rejects the proposal of his father of bringing some gifts on his return
and says "l want you back here, papa. Not the gifts” (86). Even the TV show which he liked and
watched at that time was related to cancer which shows how psychologically traumatized he was. His
own health started deteriorating as Emraan was working overtime in order to avoid the thoughts of
cancer and to meet the expenses of cancer.

Undoubtedly a disease like cancer plays havoc in the life of a person and his family, who suffer a
lot on physical, economic, social and psychological grounds because of it. But during the time of
struggle with the disease sometimes it brings one closer to one's loved ones. A special attention is
being given to the person suffering with the disease but that is what makes the person marginalised.
“My family had got the news after my quick call... Everyone had come home dropping everything...”
(31). Down with the disease, at first instance a person surrenders, curses God, breaks down, asks
various questions regarding his own sufferings but after that finding no solution gets ready to face the
circumstances without thinking about the consequences as Emraan Hashmi “... switched into battle
mode... made a million phone calls and resolved to do everything that it would take to save Ayaan's
life” (45). Besides, so many film actors came for his support. The persons who had already suffered
with the disease could identify and empathize with the sufferer and his family. But this is a sort of
overprotection which is also a form of marginalisation. Cancer sufferer and his family become curious
regarding all kinds of treatment and other therapies as Hashmi says, “l wanted to know everything that
existed about thisillness...” (49)..

In The Kiss of Life, Ayaan is taken to the Sick Kids hospital in Canada for chemo and the hospital
was just like a “ten storey mall” where the disease is undoubtedly cured but the whole setup was of a
market rather than any hospital” (61). For the treatment the most important thing which was asked for
was money though the dealing was really nice: “They asked me... details regarding the payment of the
treatment” (68). Obviously Emraan could pay the money and that is why he took his son to Canada but
most of the people in India who are suffering with cancer are not able to even bear the cost of medicine
whatto think of any sort of treatment outside the country.

Conclusion

To conclude, it can be said that the commercialization of everything has converted the big world
into a market having only the profit motive where the disease is also being sold and the patient is
merely seen as a consumer and is marginalised not only on economic basis but also on social,
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psychological and physiological basis. In order to sell a disease one needs to keep it intact so that the
market related to it should flourish. In this blind race man is just a puppet as a person suffering with the
disease will try harder to be cured without considering anything else. It was an alarming sign for the
society but it is good enough for the cancer industry which keeps on growing. Emraan Hashmi has
aptly pointed out the abhorrent face of the corporate houses and pharmaceutical industry which is
actually causing marginalisation for a common man suffering from this disease. Though he has not
mentioned any of the causes of this disease in the work which could have been helpful in exploring this
aspect of the illness yet it seems that the mental state of Hashmi leads him to just focus on cure rather
than on reasons so he is silent on the ecological reasons of cancer like the use of pesticides, industrial
waste, etc. The cognition domain is delimited by the trauma and marginalisation.

References
Armstrong, Lance. It's Not About the Bike: My Journey Back to Life. Yellow Jersey Press, 2001.

Donohoe, Martin, and Susan Danielson. “A Community based approach to the medical humanities.”
Research Gate, Mar. 2004,Researchgate.net/publication/8779726_A_ community-
based_approach_to _the medical _humanities/.

Foucault, Michel. History of Madness. Translated by Jonathan Murphy and Jean Khalfa Routledge,
2006.

Lotringer, Sylvere. Foucault live: (Interviews, 196184) Michel Foucault. Translated by John Johnston,
Semiotext(e) Foreign Agents Series, 1996.

Frank, Arthur W. At the Will of the Body: Reflections on lliness. Mariner Books, 2002.
Hashmi, Emraan, and Bilal Siddigi. The Kiss of Life. Penguin Books, 2016.

Levins, Richard. “Is Capitalism a disease? The crisis in U.S. Public Health.” Monthly Review, vol. 52,
no. 4, Sept. 2000, pp. 8-33.

Marx, Karl and Friedrich Engels. The Communist Manifesto. Harper Collins Publishers, 2014.

Peterson, A. C. “Brain fever in 19th century literature: fact and fiction.” Victorian Studies, vol. 19, no.4,
June 1976, pp 445-64.

Sager, Craig et al. Living Out Loud: Sports, Cancer, and the Things Worth Fighting For. Flatiron
Books, 2016.

Scott, PAnne. “The relationship between the arts and medicine.” Journal of Medical Ethics, vol. 26, no.
1,4 June 2014, pp 3-8.

Scott, Stuart, and Larry Platt. Every Day I fight: Making a Difference, Kicking Cancer's Ass. Blue Rider
Press, 2015.

Arts and Humanities (158)



Sumit Garg and Sushil Kumar

Singh, Avadesh K. Indian English Literature: Marginalised Voices. New Delhi: Creative Books, 2003.

Singh, Jyotsna. “Punjab, cancer capital of India.” Down to Earth, 2 Feb. 2013, downtoearth.org. in
/news/punjab-cancer-capital-of-india-40255/.

Singh, Yuvraj. The Test of My Life from Cricket to Cancer and Back. Random House India/ Ebury
Press, 2013.

Sudhakar, Akullapa. “History of Cancer, Ancient and Modern Treatment Methods.” Journal of Cancer
Science and Therapy, vol. 1,no0. 2,24 Aug 2010, pp 1-4.

Thomas, John P. We Lost the War on Cancer- Review of Alternate Cancer Therapies. edited by Brian
Shulhavy, Sophia Media, 2014, p. 125.

Toombs, S. Kay. The Meaning of lliness. Springer Netherland, 1992.
Woolf, Virginia. “On Being lIl.” Collected Essays, The Hogarth Press, 1930, pp. 193-94.
“Cancer.” World Health Organization. Feb. 2018, who.int/mediacentre/factsheets/fs297/en/.

“Over 17 lakh new cancer cases in India by 2020.” ICMR. 19 May 2016, icmr.nic.inf/icmrsql/
archive/2016/7.pdfl.

(159)  Researcher: A Multidisciplinary Journal



Buddhist Education and the Present Scenario
In the Indian University System

Meenu Verma*

ABSTRACT

In the Indian culture knowledge, learning or education has been considered as the means to liberation
oremancipation 'Sa vidya ya vimuktaye'. Buddhist philosophy and learning kept up this notion intact,
which is evident from the very life of Siddhartha Gautama. His enlightenment was not merely a
knowledge, but deliverance for all mankind. The Buddha decided to share his knowledge with others
so that they could also adopt and opt the perfect or right kind of knowledge that leads to emancipation
(Nibbana). Even during the lifetime of the Buddha, his followers had developed their own different
choices of subjects such as Vinaya, Suttanta, Abhidhamma, Matika etc., on the basis of which
different specializations of Buddhist education developed in the following centuries like Vinayadhara,
Suttantadhara, Abhidhammadhara, Matikadhara and so on. Prominent seats of Buddhist learning
developed during the 4th - 5th Centuries and even later at Nalanda, Odantapuri, Vikramasila (also
called Vikramasila), Jagaddala, Valabhi, Jayendra Vihara etc. These institutions provided education
not only on the Buddhist philosophy, but various secular subjects like Astronomy, Mathematics, and
Medicine etc. However, these institutions fell prey to the foreign invasions and got fully destroyed with
the decline of Buddhism in general. The Government of India, after the Indian independence realized
the importance of Buddhist learning and established various teaching and research institutions in
different places like Nalanda, Varanasi, Bodh Gaya, Sarnath, Nagarjuna Nagar, Mumbai, Nagpur,
Delhi, Jammu, Leh and so on which gave a boost to Buddhist learning and initiated the process of
research on various aspects of Buddhism. Prior to that Calcutta University, under the leadership of Sir
Ashutosh Mukherjee had already established India's First Department of Pali in 1906. The latest
example in this direction is the foundation of the Sanchi University of Buddhist - Indic Studies. All these
Universities, despite laying emphasis on various aspects of Buddhist learning, have the common goal
of highlighting Buddhist Studies and its value based education. Thus, in this regard a major shift or
great transition can be seen in the system of Buddhist education in terms of not only just preserving the
ancient methods of learning but also in terms of maintaining the physical hardships or adversities.
Therefore, in this paper an effort has been made to highlight the past and the current scenario of
Buddhist Education in the Indian Academics.

Keywords: Knowledge, Buddhist Education: the pastand current scenario

Introduction

The Indian knowledge (vidya) or education has been considered as the powerful means to
liberation or emancipation- 'Sa vidya ya vimuktaye'. Buddhist philosophy and learning also kept this
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notion intact, which is evident from the very life of Siddhartha Gautama. His Enlightenment was not
merely a knowledge, but deliverance as well. In the beginning, the Buddha was not willing to share his
knowledge with others apprehending that the people might not be able to understand the profundity of
his deep teaching, as his teaching leads one to the opposite direction of worldliness, whereas
common mass is engrossed with worldly pleasure, sensory love and lust. However, on pursuation of
Sahampati Brahma, he agreed to share his knowledge with others so that they could adopt and opt the
same path leading to Nibbana. The education given by the Buddha was not merely an ordinary
education, but education of life indeed. He educated the people to lead a pure, pious and noble life; his
knowledge and teachings has simplified the paradoxes of human life in this world. As stated by Max
Mdllar, “To my mind, Buddhism has always seemed to be, not a new religion, but a natural
development of the Indian mind in its various manifestations, religious, philosophical, social and
political.”

Since the time of the Vedas, there has been ample of examples laid down by several
Mahasiddhas such as the Brahma, Visnu, and the Puranas. Later on, with the expansion in thought,
the two great epics 'The Mahabharata' and 'Ramayana' have remained as the source or the pillar of
moral education throughout the ages. However, after some time with the gradual maturation of
knowledge in the human mind, we can see a sharp rise or expansion in the human mind through
several traditions such as Sad Darshan (Orthodox class) and heterodox class Buddhist and Carvaka.
All these schools of tradition have only one common and significant goal of permanent emancipation
from this suffering world. At the same time, to some extent there are some contradictions or
contradictory statements regarding each other which can be seen as the major thought of evolution in
the history of mankind. During that time the knowledge and the unparalleled wisdom given by
Gautama Buddha was very much appreciated by both the traditions (Sanatana and Buddhist)
wholeheartedly. However, it was only after the Mahaparinirvana of the Buddha that his philosophies
started disseminated in the form of Buddhist education.

Buddhist Education: The Past Scenario

In the past and it continues in the present, the monasteries were the chief centers of learning. The
first step in Buddhist initiation is called 'Pabbajja’ or 'going forth' as admission to the monastery is
thrown open to all the people irrespective of caste and creed. In the case of a layman under twenty
years of age seeking admission to the Order, he approaches the vihara of his choice with the yellow
robes in his hands and presented himself before an elder of the monastery for initiation. The elder then
invests him with the yellow robe and calls upon him to take the following Oath of Three Refuges
(Saranattaya) three times: “| take refuge in the Buddha. | take refuge in the Dhamma. | take refuge in
the Order.” On being admitted, the individual is called Samanera and the following Ten
Commandments are administered to him (the dasasikkhapadani), viz. abstinence from (1) taking life,
(2) taking what is not duly given, (3) sexual misconduct, (4) telling a lie, (5) intoxicating drinks (arrack
etc.) (6) Eating at an improper time, (7) dancing and singing, (8) Using garlands, scents, ornaments
etc., (9) Use of a high or large couch or seat, and (10) receiving gold or silver. Then the ceremony is
over, and the novice is committed to the care of his elder or preceptor who brings him up till he is fit for
higher ordination.

The preliminary ordination of pabbajja inaugurates the period of novitiate which is ended by the
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final ordination of the Upasampada, the arrival at the full status of monkhood or a Bhiksu, a full-fledged
member of the Order. After the pabbajja ceremony, education continues usually for four to five years.
After this the Samanera has to undergo the Upasampada ceremony. The Upasampada ceremony is
performed at the age of 20. In addition to this, the teachers are highly qualified and also responsible for
physical, mental, spiritual and moral development of the students.

In the earlier times, prominent seats of Buddhist learning developed during the 4th-5th Centuries
and even later at Nalanda, Odantapuri, Vikramasila (also called Vikramasila), Jagaddala, Valabhr,
Jayendra Vihara etc. These institutions provided education not only on Buddhist philosophy but also
on secular subjects like Astronomy, Mathematics, Medicine etc. The greatest contribution of
Buddhism to Indian educational system was the establishment of a large number of corporate
educational institutions some of which may easily be called 'Universities of that Period'. The major
development can be seen during the fifth-sixth centuries CE when Nalanda monastery emerged as a
University in the eastern India.

Nalanda was the most famous and celebrated Buddhist center of learning in ancient India. It was
the name of an ancient village which Cunningham identified with modern Baragaon, 7 miles north of
Rajgir in Bihar and there flourished the Nalanda Mahavihara. According to Jain and Buddhist texts,
Nalanda is termed as baharika or hamlet which is situated on the outskirts of Rajgir (ancient
Rajagrha). It has also been mentioned in the Buddhist scriptures which refer to a Nalanda village near
Rajagrha with a Pavarika Mango Park at the Buddha's time. Scholars have observed that the
monasteries were founded between the visit of Fa-Hien and Hiuen-Tsang. Fa-Hien visited Nalanda in
¢. 410 CE but he did not refer to its educational importance. According to him, Nalanda was the birth
place of the great disciple of the Buddha Sariputta. Even today there exists a small hamlet in his
memory near Baragaon. He called Nalanda as 'the village of Nalo' where he saw a tower erected on
the spot where Sariputta attained Nirvana. It was not so prosperous during Fa-Hien's visit, but by the
time of Hiuen-Tsang (633 CE). Thus Nalanda rapidly rose as a university of international repute
because of the patronage extended to it by a number of Gupta emperors. Hiuen-Tsang was a learned
Mahayanist monk who has given a detailed account of educational establishments, particularly
Nalanda, where he stayed and studied Buddhism during the reign of Harsa.

The conditions of admission to Nalanda show that it was run as an institution of higher learning or
post-graduate studies. It became famous on account of its galaxy of well-versed professors and the
high standard of teaching. The staff of Nalanda University had great thinkers such as Nagarjuna,
Aryadeva, Vasubandhu, Asanga, Sthiramati, Dharmapala, Stlabhadra, Santideva, Padmasambhava
etc. The institution was noted for its specialization in the last stages of a University education. Thus, it
helps the students in the solution of their doubts, and training in the arts of disputation (tarka-$astra)
and public speech. Admission rules were strict and those who were deeply versed in old and modern
learning could get admission. Students came from all parts of India and even distant countries like
Tibet, Japan, China, Korea etc., to study in this University. There were more than 3,000 monks in this
University when I-tsing came to Nalanda to study there (672 CE). There were about a thousand
competent teachers to look after the education of 10,000 monks. Out of these monks, there were a
thousand who could explain thirty collections of sitras, and perhaps ten who could explain fifty
collections. Teaching at the Nalanda Mahavihara was systematic and well organized and therefore, it
was possible to give personal attention to each student there. Nalanda University had a big library and
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its curriculum was comprehensive. This University belonged to Mahayana Buddhism but the theories
of Theravada school were also taught. Courses of study offered by the Nalanda University covered a
wide range, almost the entire circle of knowledge available at that time. They were drawn from the
differentfields of learning, Brahmanical and Buddhist, sacred and secular, philosophical and practical,
sciences and arts. Students at Nalanda studied the works belonging to the eighteen sects that
included the works on Vedas and some other works such as Hetuvidya, Sabdavidya, Chikitsavidya,
works on Magic and Atharvaveda, the Sankhya etc. Nalanda was indeed a Buddhist centre of learning
in all its branches and subjects like Sanatana scriptures, Astrology, Astronomy, Grammer, and
Medicine etc., were also taught there. The fatal invasion by Bakhtiyar Khilji destroyed the Nalanda
University towards the end of the 12th century.

Odantapurt is also known as Udyantapurl, Udantapurt, Odantapura or Uddantpura was a
Buddhist Vihara in Bihar, India. Though Odantapurt had a galaxy of highly qualified and learned
teachers with wider knowledge, but it did not become famous as other institutions like Nalanda,
Vikramasila. It is considered as the second oldest University of ancient India and was situated at the
modern Biharsharif in Magadha. This University had existed long before the Pala Kings came into
power in Magadha. The Pala Kings looked after the University and also gave the financial assistance
to this Mahavihara. Later this University was supported by King Dharmapala of Pala Dynasty in
Magadha in the 8th century. These Kings expanded the University by endowing it with a good Library
of Brahmanical and Buddhist works. This university remained the premier centre of Vajrayana
Buddhism as it was one of the greatest seats of Buddhist learning after Nalanda Mahavihara. There
were about 12,000 students who studied there, according to Tibetan records. A number of
monasteries also grew up during the Pala period in ancient Bengal and Tibet. The University was
destroyed by Ali Bakhtiyar Khiljiaround 1193.

Vikramasila (also known as Vikramasila) monastery was a famous centre of international
learning for more than four centuries. This University was established by King Dharmapala in the 8th
Century CE. King Dharmapala founded Sri Vikramasila Vihara on a suitable site, a hillock on the bank
of Ganges and in Northern Magadha. It was the greatest and the most famous University like Nalanda
which was at its peak period under the patronage of Pala rulers. Like Nalanda, it was also a
monastery and a Buddhist seat of learning. The Vihara was constructed after a good design and was
surrounded by a strong wall. At the centre was erected a temple adorned with Mahabodhi images. The
teaching was controlled by a Board of eminent teachers and the Board of Vikramasila also managed
the matters of Nalanda. Further King Dharmapala became the common head of these two famous
universities viz. Nalanda and Vikramasila who brought out co-ordination of work and management
between them.

The continuing tradition of high scholarship that was maintained at Vikramasila throughout its
history deserves admiration. The most famous in the galaxy of Vikramasila scholars was undoubtedly
Dipankara Srijiana who lived in the 11th century CE. He was a renowned scholar who became the
head of the University of Vikramasila during 1034-38 CE after completing his education in Odantapur.
He was also known as Acarya Ati$a (Tibetan name). He was one of the greatest Indian scholars who
worked as a missionary in foreign countries. He was a master of both Theravada and Mahayana
Buddhism and also of Vaiseshika and Tantras. He translated seventy-two Sanskrit works and also
more than 200 works were ascribed to him mostly on the Vajrayana teachings. Some other
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Vikramasila scholars working in Tibet and writing on Tibet are JAanapada, Vairocana, Jitari,
Prajfiakaramati, Ratnakara, Jiana S, Ratnavajra, Ratnakirti, Manjusri, Dharmakirti etc. In the 12th
century there were 3,000 monk scholars at Vikramasila. The administrative management of the
University was presided over by the Chief-Abbot. Grammer, logic, metaphysics, tantras and ritualism
were the main subjects taught at the University. It was destroyed by Muslim invaders towards the end
ofthe 12th Century.

The Buddhist Pala Kings were patrons of learning. King Ramapala who reigned from 1084 to
1130 CE built a new capital for his Kingdom at the junction of the Ganga and one of its deltaic
tributaries, the Karatoa, and christened it Ramavati. There he established a Buddhist University called
Jagaddala. It functioned for barely a century and a half and was swept away by the violence of Muslim
invasion of Bihar. However, it made substantial contributions to learning through its scholars who
made it famous through their writings. Some of its famous scholars were Vibhiticandra, Danasila,
Subhakara, Mokshakaragupta etc. Vibhiticandra was a great Tibetan scholar and translated many
Sanskrit works into Tibetan and bore the title of 'Mahapandita'. Danasila also won several titles like
Pandita, Mahapandita, Upadhyaya and Acarya for his profound knowledge of both Tibetan and
Sanskrit. Subhakara is said to have been the guru of Sakyasri and composed a Sanskrit work
“Siddhaika-vira-tantratika” which was later translated into Tibetan. Mokshakaragupta was a master of
Logic on which he wrote the Sanskrit work “Tarka-bhasa” which was translated into Tibetan and also
bore the title of Bhiksu and Mahapandita.

Nalanda had its rival University on the western side of India in Gujarat at Valabht which was the
capital of Maitraka Kings (475-775 CE). It was a Buddhist monastery and served as a centre of
religious learning. The University specialized in many branches of learning such as Arthasastra, law
etc. Itsfirst Vihara was founded by Princess Dudda, the niece of Dhruvall.

The Jayendra Vihara of Kashmir was also an important centre of Buddhist learning. It attracted
such famous scholars as Kumarajiva and Yuan Chwang who came here to study and a large number
of scholars went from here to Tibet, China and Central Asia for the propagation of Buddhism. However,
these institutions fell prey to the foreign invasions and got fully eliminated with the decline of Buddhism
ingeneral.

Buddhist Education: The Current Scenario

The Government of India, after the Independence realized the importance of Buddhist learning
and established various teaching and research institutions at different places viz. Nalanda, Varanasi,
Bodhgaya, Sarnath, Nagarjuna Nagar, Mumbai, Nagpur, Delhi, Jammu, Leh etc., which gave a boost
to Buddhist learning and initiated the process of research on various aspects of Buddhism. Prior to
that Calcutta University, under the leadership of Sir Ashutosh Mukerjee had already established
India's First Department of Pali in 1906. The latest example in this direction is the foundation of the
Sanchi University of Buddhist-Indic Studies, Barla, Madhya Pradesh. It is pertinent to mention here
that the University of Delhi was the first University in India to establish the Department of Buddhist
Studies in 1957. In addition to this, at present there are various recognized institutions and
Universities in India, where students can study the teachings of Buddhism in a well explained manner
by renowned and outstanding scholars of Buddhist Studies. Some of the most significant institutions
are Dr. Bhadant Anand Kausalyayan Centre for Buddhist Studies, Mahatma Gandhi International

Arts and Humanities (164)



Meenu Verma

Hindi University, Wardha, Maharashtra; Department of Pali and Buddhist Studies, Banaras Hindu
University (BHU), Varanasi; Nava Nalanda Mahavihara, Nalanda, Bihar; Institute of Buddhist
Dialectics, Dharmsala; Department of Buddhist Studies, Sathaye College, Mumbai University;
Gautam Buddha University (School of Buddhist Studies and Civilization), Greater Noida; Magadha
University, Bihar; Department of Buddhist Studies, University of Jammu; Central Institute of Buddhist
Studies, Leh, Jammu and Kashmir; Central Institute of Himalayan Culture Studies, Dahung,
Arunachal Pradesh; Central Institute of Higher Tibetan Studies, Sarnath, and many more.

Conclusion

To conclude, we can say that Buddhism or the Buddhist philosophy has contributed immensely
towards the overall higher learning as the system of education has remained great since ancient time.
However, with the rise and expansion of thought, mainly with the advancement in the various fields like
science and technology, we can see a sharp decline in the development and the maintenance of the
Buddhist education system. This may be due to degradation in the values of human moral behavior or
it may be due to the modern artificial fascination caused by the outside materialistic world.

In order to live a wholesome or balanced life both within oneself and outside the world, we need to
make some major changes by focusing on certain improvements like inculcating and establishing
various modern academic and research institutions that include the Buddhist education in the main
course of studies to propagate Buddhist Studies and its value based education throughout the
country.

References
Radha Kumud Mookerji, Ancient Indian Education (Vol. 2), Delhi: Cosmo Publications, 1999, p. 374
Ibid. pp.(395-96)
S.R. Goyal, Indian Buddhism after the Buddha, Jodhpur: Kusumanjali Book World, 2003, pp-(174-
187)
R.K. Mookeriji, op. Cit., p.557
Majjhima Nikaya Vol.(i), p.377
B.N. Mishra, Nalanda, Sources and Background, Vol. |, Delhi: B.R. Publishing Corporation, 1998, p.
181
Ibid. p. 181
D.C. Ahir, Buddhist Shrines in India, Delhi: B.R. Publishing Corporation, 1986, p. 71
Suraj Narain Sharma, Buddhist Social and Moral Education, Delhi: Parimal Publications, 2011, p.45
R.K. Mookeriji, op. Cit., p.566
Ibid. p.596
http://en.m.wikipedia.org/wiki/odantapuri
R.K. Mookeriji, op.Cit., p. 587
http://en.m.indiansaga.com/history/golden_education.html
R.K. Mookerji,  op.cit., pp.(590-91)
Ibid. pp.(589-94)
(165)  Researcher: A Multidisciplinary Journal



Buddhist Education and the Present Scenario in the Indian University System

S.R.Goyal, op.cit.,, p.187

P.V. Bapat (ed.), 2500 Years of Buddhism, New Delhi: Publication Division, Government of India,
1956, p. 192

http://indiansaga.com/history/golden_education.html
https://en.m.wikipedia.org>wiki>List_of Buddhist_universities_and_colleges

Arts and Humanities (166)



H'E FEH I W9 : Ae-fexA €t fAgner e fefsomw
Tefites fifu

gfiar

yfese gis Uardt Arfas mar3 © fea QW gz g1 Jarst mrfos feg €t <
Hen3 fea o Joetars @ Jet J1 85T € Ayds Ju fev 979 qoret Aqfo 3
fAo®H ZareT faa, Jidt @A € AT, SW ueht 27 gy, g%l 992 € A, &R
Sef@e Inat BTHT € Iy n3 AI-Hiest HEt JeH Jdet od Uardr feg
YTH3 T Joit I | for T &% It 33T a3t o unf, ferf3ard” et aest »i3 Ast
HI & §IA {35 Iaet Hafd 89T 7us feu & yafhs I g 751 fem 3 femer
yrfge gHe 0T 2u-2y fefimii/dfentt 83 Ifes su/fecafefut & fefds
FTHTE 2 fgATfontt, Arfosa Usaare mi3 niHgdt feg &ar3Tg gudnt mis sy=r
Fee fAIAe IfTEi I5 | fer AT Hfee RS RS 3 nisadHeST Yug
€3 mfage usat, AHitfemiat »i3 fgzat & fig v e 98 Ifde 75 |
wgfes YAt @939 Ao € AR -fiesl feur e fef3arr Jet A3-wis Tox yJrer
J1“feg nirgfex Tr93x ©F &<te feur I, fAAeT AU wisH T956 &% J | &g niffor 93
U I, A oo &ux nmug Hies »i3 fenafsse St fenm weset T T9es ager dfemr
feat T yag fAgasT ager J1 3< 939 9 I 8T »UE nigse »3 mHRE-fagnTs e
-y QFtaer 1 feR T 3T usat § Hufsy 9T It v 9, 7 Snw wies-fefsam At
&3 3 I AU AT »dIeTet ITHS &d Ade J6 | foA feg 3ua & gre-mast w3 fimirs-mrast
@ FOH @93 It I n3 T Hies v AT fido UH 99 UTad &1 937 &3 ©F HeU 987 T
J1 fer feg fea um &7 3 o7 UH AHfAa/aeiHR/IHe3a nrfe AZ 39T it
AfaSit/ufarfastt famis Jen g5 1 7" wiAs feg “Aedieat feg © Wt fers™g Jer 3,
fex fef3oma 3 THTT HaeT | AeHI=aT feg fag Hy u3T €t Hiesarst e f9e Jer J 88 feg
B8R SfI39 »=3 M3 § & UF aoet J1 ARHIRSt T fefsoma Uy fere! Aager &%
Faus J 3 ferer 9fd39-f939e v Uy AdgaT ©f 2oAg9 &% | fER S99 ASHI=at fAde
UeETet BT AT T9EG d Aal e fegt westet g @93 99 feurdt 3 geaet § & fis
feg Juer 917 fen AR-HI=dt § 93i3a9 & gt ust feg uA font n3 fe@3du aisT I
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fen Ae-fieal T 99 U ©F 2937 faa33a9 niy adt JEt vistyay J1 fer 347,
feg fagsiza frgner ufadt ugs S Hiedl/Ae-medt &t © Hefo e e fAgre! J ud3
wifaar I &t fer feg fagsizarg &t fagsisa gazt 7t ‘AR’ § yare8e &t a&-grssT Ut
Jet 1 vt 7, fem AR-Hiwat T fa93i3 § Yy Ju feu uroHa, AN, MTIea i3 IHH]
UfgRfastet fog” gmger eftmr 7 AaeT 1 feat fag3t3a uAat T miftmis-fersme s9a It
wfse IR © Hies fean €t o397 578 g3 98 wmifan ufgentt w2 frgresHasT feg gt &t
H&<t 9367 € 57 Ut 7T ASet J |

H® HE<: U9HA, AHTHAX, "I98, ITHB1SK 3 AfSnmaax |
I

88 A AsTH Tt 393-ufarsTs €5 § fene © fef3on feu fesAams © o feat ©
fefsam a7 mrfenr Afer 31 fer fefsam € U8 vt ys &t fimrdt o fou 32 o811 fem
UHTE3 HAHT fef3amm & amar nida fef3oRa yAsa!, Afas3s yRsa, fe®Ht nife eAs=at
feg' yuz It I | fegranitls AR-Hiedt © ofed AoTg Hfee gRs © Ales of Usd-8Ardt ©r
fefzam & Az & 93-urfans™s €3 578 It »igg Jer J | e gHG niBas HH-arHig
THHUS J | Hifee & 8Hg B9 © A AT, A A3l € €3 ¥ Sar-gAemit 3 R e ufgea @
HIE HEgt § A8-HT 37 »i=3 JAe-Tre wat, st »iz ydfent § qa9t € vst fou oew
fosr /1 fer fag & vig T3t & Ay-amHls, UaHt Jamg »i= yadt Jae © dat 3 A qu
feg 3o-He '3 Jefen| fer a=38ars fev Sar-erentt & uon g fex Iftmma € 39 '3
fers ST, A & A3 IHaIS fegrat & HeswT rfanr Ifenr /Y| few feg fde, fia nis
HABHTS 35 fagfamt e Arat-Het saATs dfenr | for oroHa-IHaI=Ets oo feg AUTgE &
g AUSE B © fHEre T30 famrm | wrfese niust S5t 3T gETT € 99 o1 feveT 3t

A 1947 T TR 23 3 QA 919% I€ BAel T I3B-8-9I3, THIAIT I Hed@ ot

il 2dt Jeltars I 1. IHSIET 3 udH ¥ & '3 IaHt & A & Hrfanr

oI, SfIA3 3 Irde T &dT & s famiT | ATST TTeT HTHET Jdtg €,

UG HHET By IBH TAS, I97 »ige® JITH 3 Bt gt 3§97, 99T nfae®

TGH, TSI HIHE 16 M3 T I97 fegg Sfenm H e sg a1
fer fea HI3—YTT 3% T YA A9 799t J X 93i3a9 Ae-Hieat € nioey fedunsa
w%afeﬂmme?aaaﬁwwmm 3 o a5t fder w3 &7  OredEt T Se-is
MBUTTJ | @HE‘TWWE‘TWWW%%&BU%@UWHW?WU
U3 mMuT Hies Uu @ fedh € wigidd uz=t feg wiggs adt gas foo YHB’?STUCT@UfEFré’r
T3 7t gHEIE! &% far 39t T efeer At I39 ofAs I9aT gder 9, A 8T 3t fegamymst €t
FTET B UTT I T [69ET W3 H'Y o979t § 39d »i3 ATE 578 TS AfIS dfies &
W35 e I o 9% O UAST BEF wiAt Ae-Atedt feus © fadut 93 wiehnt fam
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TEeEmt W3 fewdfidt T fea-fea Qu-faasts feu gus faasisars &t ms n3 fardt 3
S9%E o JfHF &I TT
T3 niEnft far eesrehrt fedu fess Qu-faasi3s wfee gis & fonrAs Aiy-
FEHTT &t THAZ 879 S'T9 AIATT € niFgrst (IS IHalst € Hg 39E1E § ol ad9a
e ABuT feu 939 uafod f9oHs nigAd a4 13t et fogast € AN as Aaus J1 fer A
T96 HTf%e TS & Mdd widgTaT © RUTEST, USISTdr »3 ATfd3ad &% SRS J1feH 39
FEit A | for Bu-faa3ts fegdt wesr Uardt © yfia Arfazerg /. A. HiET 5% a3t 9t T
HIE WIAT AR AT JIfentt yfse J& nir8eT aist HigeT fAdide 3 970 Ut & S UA 9% AeT |
fegt fost feg I Tudt afe niuTHs Ae9 (83T 7 o) &t wesr & Ardt gt § fowr &
Ju 37| A Urry feg I9fe§ war fesT famim | 2t fest gmie 7 Himr wrfse 3w mirfenr 3t
€7 & for wear & Ui 3% Tt At | 979 UlE Hae® e 3 wrfse Enie 39 feg W &t
foa® | nosa Gret a9 fea foan =&t &t Areta® 9738 &% fuAg At I 3 9§ sdte U
At I1 89 fufror Ifenr 379 feo” €390 fom @ € 3 e HdeT J | fIsH €3 88 &
& HIT 3 g a7 Ifanf™ i3 nUE AT © UH & ©f URGH SIS | g1 T8t a1 '3 Himr
wigragesT J famrm vz Ifos Bar:
&% JAaT e | 3 HE UR RS 0f | 3AT Ag Ufinft & udtes g7de J1 7
8F 33t gronet (feear aridh) & afo T f& fitw wim Hignw &t w3 &7 It GRSt niey
HITTI*
Hfese RS HIE § Uas J Ae 39 feg Sore & 3t R & wrfee § dar Hiafamt

foar:

UJt I HATSNT | 3AT fIazT S s We st J1°

‘fewdidnt fegu fegsr Bu-faa3t3 ufse gRs @ 32 Tfag gA% < fHoe e o

Aegt €t e I1 87 § fidicet a7 A JuE »f3 astfeuint feg 3797 8 I9d @39 a9
fem e 31 ufsH 8R § g3fort & 3T fiiet 91 urese ghs it Hiaes' feg d9 @
A J1 yfsR T9-379 Hifee g »iz B8R T ufee9a Hedt § 3e3tA &2t ge feg g 8er
J 1 73T gHe © oH & fegrad 3t viA. Ut Huz &% JIHT § Sarfent famim | 8T Aus 38z
T g /| wfee gis f8d fos AT feddms AeT feu wfag g § fise famr 3thiuz &%
HIHT B8R &% ufggz fimm i3 85t & 3793 © feddt »i3 ufarss © 31 feg ga=e HAsHS
T AHIB A13T | HUE BB HIHT € U9 HEgt »i3 f9rserat § HAsHS! & urfansTs feg
To-HI fE3T AT | for &t HASH Y3t 87 7 I<€hr Au3 At | ufee ghs fauer 3:

i fx e fuE 3 39 fam3ea yABHST & 9 3 A 3 §a ufarss <t

32 93 9i° | ATy 9 vrise Arfog & faor f& GHeT AT ueeTs € 1947 <9

dez fdenrt & 3% a9 3T /M, ug Ba ferer € fJent € AT &dt Hawe,

Qe »ifHd IH F96 T a7 fIg T8, & HASHS | feg oH =gt 769 & Je

(169)  Researcher: A Multidisciplinary Journal



HET SeH J3et U9 : Ae-feam <t fagaer @ fefsam

3, & fx fesmat =7 ®
U39t ¥ MR 3578 T WiTHT must 2 Yy € uAdt 83 It ae93 a9er J1 fegt feus
Yy € UAg feg gs 1 ufger 88 7 A3t St mizfammt 393-ufanss €3 »is gAdT UAtg
feg €& A I & A 31T 319wz fonAs Hy-aHiT feg f5d39 it HI® Ue a9
It fHBte w1 fem »ifssl HI® 3 gHA 39 '3 yse3 JT @ Ufow fenast 7. 7. v 3,
frga 7 fea 936 »i= fHIAE=HR Y3 & AeHt I e gATT feniast fex ufen niera 3,
AR T I8 foo TF <t gIftrr »3 gurg & A<t 31 €6 fania3t fer 3= 8rsx rfast feo
HAA A3®s '3 fogtisas adt Ty u@e | 85T 8 feaf €6 ufogntt & 1y gam UgH »i= uax
WUTg3 JHBIET 2@ IF WHeT &ad mBeT 31 3 fed-fadntt astfedint &% 33 nidx
Su-fag33 fer Ae-Hiedl fog wea™ES »i3 U3diedt ©f 3I9ai®l &% UAJ UT J6 UJ
YaIr o8 AHTSST Jue 76 | fed AHSE T fed 99 Hd3=yde 1% feg J & ufee ghs fer
3= B7ex AfESt feg HaY fa3Ht fegrgt € fegwdt @& 537 AEUS ager J1 8 Hia ni3
HOH 8% 88 niU-Aeel § & ©9-feedsT T HIT &dI AHST W3 & It miny At
fofregmt =7 s I33T Waer 3, faffa 8a niy fed-fAdhnt Tusx wesr=t e firarg At
i3 BF § &FIT-UH 2976 2 ifadntt 89 Hiae mif 3wt arstfedhr & ArgneT a3aT fumr |

fer AR-arer <t fAgre=3HazT feu I3 miffd Bu-fagsi3 & quvms 3T g5, figt fes
993139 @ AR-A9sT T fag3t €Amarg J<t 31 fen AR-A9sT ©f f9g3t feg AR-Aee,
UIHI-STEOTId HIWETR! & Med/UsBE, Ufgerd €t HIuTHET Heeaei/geare nitfe §

foUEHeR, ffIMmBHa/MBTETSHR i3 TRETSHA SHdTE &1 UdueT J | 8 e a5 yy
UATgt ©r faee fern yarg I

Wiqr &t &ef € 379 fogu feus Qu-fagsis feg feo mamenr famr § & Ao
Hfse gHe 93 Husie, fiefes, s3ieg™ 3 Igs99W Asl 8 € nrie/Ma=y Aed
TSI/ TSHT & YSHT »i3 AISAd e d AT A 18 & 39t 3 amie 2u-39
U o | for AU oo gHoe ©f Ae-AgaT ©F 2986 fEH Yyag J:
AZaT & 85t B vtz & 5t Bt wis 8%t & Aegdr feu 31 3T ¥ 98 U I
fumrz BET 3 HAt HI9s BT I8 AT idl wiTe R 1=t Ug Arfantt § usT A
AR #a3 S URAsdE! HBTE »is gienare! Ufss 3 yrAdt J9< Js, BI Baf &
< Tt &t fHeat | feg < v Hare feu s fam = ot e /it 3 fen feg g9n
Sikcip il
'AuE figt T 32 TY’ fodu fegs Qu-fagsis fev yiee ghs et fu-2y Arfosaat
& St ATas3d Tr3Iet Wi dHST B @956 J1 B8R 3 Arfosa wrsat € ggnms s
AfI3a9 A 93 © 3T | fen 337, feg Afa3a or39e’ & AT A%ud, Jitmirer, S5t »is
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Ufenma 3° Jer Jfenr, &t feg wifiysT yisH, S9379 fifw E91% »i3 »ifts 89 5% 98 Afdsd
fegrg Terefontt 5% ¥3H JeT I | TUHT 28 A AfgsSas AEh &% myt JHt e & Sar U
Aer I 1 S goend 7E 3 feser 8ot o JEt 99 QuargasT adt Ifdet| feo Ao <
wfse gRe & f3t, 57 mHstien fa aEt & grgen ™S ©F HaweT § Ja1 5d1 J94T U fer An

JIeS € ASET & Bg' Afantt & »ieg v J13T, yAe 89T, &< [gA3Y

AT BET 3 3 AT A fEx ATe9 & Hfee gRs § Hor ANS & feg gast aist fa

87 gHIU™S &7 A9 | I3 FTgT TH HIIHIS § nHE Iign 3 B9 fHade Heare

B4 | e THe & I8 'T fHINE U BT 3 HIIHIS 575 3T 868 &l | HIIHS

T FfoeT A f& 7 BT gaentd <9 99<s 5dt A9 3 9 faH 31% & »idrid<y

fsurdt I 1 29t 25Uz T feg e feafon & 973 § A9 e &5 o UTs

UTF dir ¥ B Jew ff9 973 amrgs et uda | °

fewaant fady fegs feg Qu-faa33 @ wrfee giw © 3¢ Ffag oRw T Barge<t

TStfednt feg fIAm 8 I3 IEt Aer &7% AEUS 7| B8R § ufgs Uame €t Harge s feg miz
feg ImETs & Aoy 7% feg I famm | €R & fiese et wrfse ghs & uzat w3 dhnt
At Idort 1 R &t faoTet BE 99 5 '3 migneit SiShort aiehntt | Bat fews yrar €t
T937 fer yarg I

wag ghe € A3 oia At 3 8re foog T Ja1 feufonr Ifenr /1 ..33 €4t

HOUT &t 3 T fos ning-rAdte 9 T9ara &t fares 15t &8 G5t

g foraH-6-dte € T9arg '3 oradt fESt 3 9y fog Sa T yRd @ HA 9 '3

3 991 mefa af & €<t 3 g6t, wfag € fooret s g HaEhrt gdort |

TIIT '3 HAE TS A-3% A Harfawrt § wrfse Ao & 9t yeret.. e Arfog 3

Bat &t uzat & ATt T U9 g g'E 7Y, ITH B399 © HI' e Ua g miz

dHe © 3 Ite IS <F e9arast '3 mE v fAsfaegr Ardt Iftmm 3 88 Harfsmrt §

gfentt =% I8 yor8e 3 IR IsT At Jftmm 85 It € Jwew Hiew 3

JEIART HfeT © T799 §8 Harfawr § UF €8¢ IfJe 3T A 71fa9 © W3 Jffg usH

J=1°
feat BuIas Qu-faasist feus Aee yds feod § uzdsnfont fagsisas & feret yst
ufgst fe feg ga<t 9 fa 89 Fu-2u uant &t urrat Hat Y3t m@ge3HS SHIMT JHeT I |
fer nidgesHa IeEiE g 8F < 936 »i3 Afame feret I9rHs J, faast R yrrdt
TJI1 © JES WS T9H (<9 13T § IEt ugTEe! J | TR feu X faasisars fu-2u uont
Yt Af3ag €t e Juer I | fen et 8o Gergeret feurat € Howa © 39 '3 givar fegr@er
J, B BT Bx-UdH niegsmit nigHe™s Yfafonr=t 8 nins § & ufgead fies feu AS®s
e JuT wEt 293 few fonr@er 1 few fer 3% v fitag a9ar & At I fa 8 nisHes
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yfafantet € niHs €976 J9 (others) T A&T-HE aaA™S &Mt yfafonet § adt gzeT|
fer 391, 3¢ 1rfese IHe T9H © nivsadeTat § 3 feg '3 vz o 2ueT I U9 B far & uan w3
BI-UIH 3 feg &t =@, Aar fex Sd1 feoral @& Heax @ argd J9eT Jfem™ Hadt dies
it yfafanret T 2foz T a®-5% goeT i3 feam deer ySi3 Jer J|

11

83t ° A3t € nitarst feu urfee gRe © ufde™d € HIe HaaT ©F 3% J Ifom At |
ATt wI JfIAST H Ut 5293 Tt vidT feg Bfg-Tt T Fait AT | WI-Has wiar femit stagt feg
7% o I Vi3 88 9 T A | USTT § »iUE wI-T79 €8 o Hares' »is IfeBt aut & G-
PITHTT && fipm | UfeeS w3 € dinf § amiBE © a78%-a7% nigea Ud' = ydt 37 sees J
gferr /| we-ufges & ga9-gAg &t I3t fHass 3 st far & 397 2 99 Aus-A93 ©
JE niTHTT 5t A | fEE wiAt fog fegramdr 5 ufee TR »ided Heas! 39 Aies foo
fae ? mi3 fdat ¢ ufgrfashut It I9 & AS®3T <& € o397 39 g9er J 1 feg Yy Bu-
93’3 fer Y9 Is:

Miar € &t © 379 fedu feus Qu-faasis &t fonrfimrars wifse ghs & <5t 9
gaTr J| fer feu A3 € €773 3 amre BT T HE fies feg v miged Haet © ygre
w3 Bt fed’ Iags v eges J | §F e 83y ferm 39T U

I T SHH UsHs, .. €3 mi3 fERIH &K ©F I e &% wa qforst
IBE Bt | HT AlE udE T I Areet AT, BAd f8x HHls vdie %8t 3 & @ Uz
HiT &t 3 A e ®aft | .8t &F gt 379 3 g9 BT 3 dfonrt &L fex
ZTOd ST dTET 3 HIT IHTET 57% ATST Hies Afedt g & | ATST H3fanm fuf,
HT Tt BHier '3 ygr adt E3fonr...ais 3w fug GReT H3IET Ja1 @3
Bt | ...BFT 986 I3 HAIG B0 € ¥ 7 A If use uE a8 fa 8T A Hi-
It IBIS T ATaSt daar e ISt €3 mEt qfoRst To-To I%s
B | ... uTf%E TS MUET IHTET 1% HE, 23 397 feRaa HaHe frasT B farmg
&% fea®iar it ni3 H3JT 3T-397 g U &ar | °

Tret ¥ 341 73 fodu feus Qu-faasis fev wifee ghs © fonrgsT Hies qrforst feg
IsT @ fedhn vifas 71 fegt uit © ust AN feg 87 © ©A3T & yg nide wifenm| oo ©
31 7% 87 T w3 fex 3t & AaH fonrm 3t 39 nirgex fos= €A © fege-fage WHs S,
fagfa 8o wy feu feaw an@ wt fegt nrgga Safnt-3grntt feg" fsase Bet @A E I3
FUIH g9 fumr | fam T T9es fer yarg J:

B H3 Ugs T SRS 13T 3 §9T f9 niEty Hifas 3 ity erfus © ferfsas
TAHIT GATIAST 3" UA A3 1...1970 3 8R6 #1.8 U &9 &gt 3 1972 <9

Arts and Humanities (172)




Jafieg fRw

faar 3t 7 fonst Bt 92 | RS »iust H3IE 3 3 397w fenrg Sg=TfenT 3
83t w3 gTs &8 ydt AofesT et 8Rd Ay 99 'Saer Hen, »iHas' w3
TII' niEEgt § nifse di3T 3 Hiwag 9 ovede, 9Ear, fiftee »E
B TS e nETat g nifse 3T
IHTH A% THET AfIGd mi3 Hee fHset Idt | feg ersiet B8R € fawaft = sirfen Jfemr
HIH e I3, fagt & 87 & J993 37 filed fe" wrog Jfenr| AR-Fieal @ AT Ust &
e I /A 99t 99| A & 7 g3 & Ffenr fils fug adt Ho '3 afenm ) ufee erst @&
1 Afguiar & I99He AN © 997 &% 185 T9fes ager J:
€. Hg we I fa 8re ufo® HdtS €t iR & mit a3 How & o3t /Y, 578 8a g der
<t Grg e A/t 37 7 Brg Tt fHows & J9dt U= | yTT fex A BT wrfese ghs &
ufgar féer fgor 3t A Qo ey fuAx I femsH eus ar g Ae | 2
t. THam s ga1 g fea mifrd .2 €t 83 At fags viagHt, fet, 89 3 g ami,
mgtwa?é’rw%trs’aﬁwaa @w%ﬂmwmmmasﬁ
HIHE gAE <1 § fagr 3t 8Ad e gis © &t &t @R uret | g91 Arfgg & wrfese &
fEeafe§ fonr 3 BRY riadHt €rf I3 BEts &7 Bae 99 3IaHT xJ6 ®et fe3T|
f&s wrfee ghs SAe '8 UH I o 3 979 A 3 B 57% oW age faar |
g. feegrardt & A feu IHalEt 43T € &% 5% SHHIT 99 < e7da »ige s ©f HIdd
3 U3H 95 ®E! IS YT FI6T B o9 €371 fES 3 UAg Enff npgerat fiSe nre
ﬁﬁ%’ﬂawambﬂcw&?deWI 1ifAd gw3t S8 egx
m%éﬂwa&?ﬁmﬁﬁﬂw mmﬁmﬁﬁaﬁﬁaﬁ%m
ﬁ?@&?ﬁ??@ﬁﬁﬁhdé'Uﬂ'd?Uddd'd'Wﬂ@lWmmﬁwm
Ha3t gEeT HIT HIHE AT B3t I9f ergx ATfug § Hifee ghs T ! SAem a7l €9
yfese gHe ¢ feq UsIag en 3 8 Arfusars &= gt 3§ Aee Ao | ™
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GUIDELINES

In the present scenario it has become pertinent for institutions of higher learning to
provide a platform where all the disciplines are articulated in a manner where they have their
own clearly demarcated space and yet have room for dialogue, collaboration, contestation,
confirmation or negation across disciplines and this necessitates the multidisciplinary
approach of the journal Researcher.

AIMS AND SCOPE

Researcheris a bi-annual, multidisciplinary and refereed (peer-reviewed) Journal of
University of Jammu that seeks to provide a specialized academic platform and reference
for the dissemination of research in the broad areas of academic disciplines including
Science and Technology, Arts and Humanities, Social Sciences and Business Studies. This
includes both qualitative and quantitative empirical work, besides theoretical and
conceptual contributions. The ambit of the Journal is international and submissions are
subject to blind peer review process. The editorial policy of the Journal is to invite the
research articles from academicians, researchers, policy makers and practitioners. The
publication is intended for readers including litterateurs, academicians, educationists,
professionals, policy makers, research scholars and students.

PUBLICATION POLICY

4 Research articles will be considered for publication only if they fall within the ambit of aim
and scope of the Journal. The research articles will be accessed on the basis of:

a) Originality;

b) Relevance;

c) Quality of research;

d) Research contribution and applied significance.

4 The Journal does not levy any submission/publication charges. Further, the author shall
be given a complementary contributor's copy of the Journal.

4 University of Jammu owns the copyright © of the research articles published in
Researcher. Articles published in the Researcher should not be reproduced/reprinted in
any form without seeking prior written permission from the Convener, Publication Cell,
University of Jammu.

4 Disclaimer: The views expressed in the articles in the Researcher do not necessarily
reflect the opinion of the University of Jammu.
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PEER REVIEW POLICY

This Journal operates a double blind review process. All contributions are initially

assessed by the Editorial Board for suitability for the Journal. Research article deemed
suitable is sent to a minimum of two independent expert reviewers to assess the quality of
the paper. The Editorial Board is responsible for the final decision regarding acceptance or
rejection of research article based on the reviewers' comments. The Editorial Board's
decision shall be final.

SUBMISSION GUIDELINES

¢

® & o o

The Journal encourages the submission of works in the specified disciplines in a variety
of styles including articles, case-studies, review essays, book reviews and other
scholarly papers.

Only original and unpublished work is sought for consideration of publication in the
Journal.

The submission of research articles is open throughout the year on rolling basis. Since
the periodicity of the publication is bi-annual in nature, articles submitted till 30, April will
be considered for June issue and till 31, October for Decemberissue.

Any research article that is identical to or substantially similar to a work already
published or under review for conference / publication will not be considered.

Unless expressly indicated, otherwise, all correspondence will be with the first author.
Receipt of all research articles will be acknowledged.
Each submission will be blind reviewed for technical meritand content.

The first page of the research article should be the title page. It should contain the title of
the research article and the name, designation and affiliation of the author along with the
address, phone/fax number and email address of the author and co-author(s).

The second page should contain the research article title, the abstract (not more than
150 words) and keywords (a minimum of 4 and maximum of 6 words).

All the figures and tables should appear at the end of the research articles; should be
properly numbered in Arabic notation; and bear appropriate title and labels.

The research article should normally be of 3000-5000 words including figures and
tables typed in double space and printed in 12-point font on A-4 size paper with 1 inch
margin on all four sides. All tables and figures must be serially numbered, sequentially
following references to them in the text. All exhibits should be in black and white only.

The research article should not contain footnotes. References should be placed at the
end of the research articles after the figures and tables. The references should mention
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only those sources, which are cited in the text of the research article.

¢ The first paragraph of any section, including the introduction, should not be indented.
Major headings should be left justified and bold with one line above and one line below
the heading to separate it from the text.

¢ Authors are advised to follow uniform citation and referencing style throughout the
manuscript. Following discipline specific reference styles are accepted:

i. APAStyle for Social Science and Business Studies.
ii. MLA Style forArts and Humanities.
iii. ACS/APS/IEEE for Science and Technology.

iv. Standard International/Indian Style approved by the University of Jammu for any
other subject not covered above.

ETHICS POLICY

4 Authors should submit only unpublished original research article that has not been
submitted for publication or published elsewhere. A declaration by the author(s) should
be made that the paper has not been sent elsewhere for publication. It should be made
on separate sheet with the title of the research article, name(s) of the author(s)/ co-
author(s) full postal address for correspondence and signature.

¢ Anyresearch article which is found to be plagiarised or if is having text match above the
standards as fixed by the Editorial Board will be rejected out rightly. Authors are required
to scan submissions using plagiarism detection software before submission of research
article. The author shall bear the full responsibility if any malpractice is detected. Authors
involvementin any of the following will be treated as malpractice:

a) Falsification of data
b) Plagiarism

c) Improprieties of authorship

d) Misappropriation ofideas of other scholars

e) Violation of generally accepted research practices

f) Material failure to comply with legislative and regulatory requirements affecting
research

g) Inappropriate behaviorin relation to misconduct.
In such cases the decision of the Editorial Board shall be final and binding.
4 Authors must assign copyright of the research article in favour of the Researcher.

¢ Authors are advised to avoid biased language and subjective comments/opinion that
don'tin any way pertain to the research problem.
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INSTRUCTIONS TO THE REVIEWERS

¢

The submitted research article is a privileged communication and reviewers must treat it
as confidential.

The reviewer must not (or allow anyone else to) retain/copy or share the research article
with any one without the explicit permission of the editor.

The reviewer shall not disclose his/her identity and the review outcome with anyone
other than the editor of the Journal.

The reviewer must return the reviewed research article within two weeks from the date
ofthe receipt.

Evaluation Criteria: The criteria for evaluating a research article encompasses the
evaluation of the attributes as given in the following research article review form:

RESEARCHARTICLE REVIEW FORM

v'Rankings: Please use the symbol (v') to indicate your assessment
(5= Excellent, 4= Good, 3=Average, 2=Poor, 1= Very Poor, NA= Not applicable)

SL.No. | Key Evaluation Parameters 1 |23 |4 [5]| NA

1. | Originality of the work

Contemporaneity of the subject

2
3. | Contribution to existing knowledge
4

Adequacy of empirical/theoretical
background

o

Appropriateness of the research
methodology

Citation and referencing as perthe style

Analysis and inferences

Legitimacy of the conclusions

O|o| N |

Applied significance

10.| Organization of the research article

11.| Quality ofthe communication interms of
use of language.

12.| Appropriateness for publication

Reviewers’Detailed Comments (Reviewers may use separate sheet)

1.

Reviewer to comment on the strengths and weaknesses of the research paper.
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Additional inputs to the author on how he/she can make the topic more meaningfully

aligned to the discipline specific requirement.
General comments for improving/adding, references, clarifying data analysis, structure

and format, language editing, communication, etc.
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Researcher : A Multidisciplinary Journal is a bi-annual refereed (peer-
reviewed) Journal of University of Jammu that seeks to provide a specialized
academic platform for the dissemination of research in the broad areas of
academic disciplines including Science and Technology, Arts and Humanities,
Social Sciences and Business Studies. The ambit of the Journal is international
and submissions are subject to blind peer review process. The editorial policy of
the Journal is to invite the research articles from academicians, researchers,
policy makers and practitioners. The publication is intended for readers including
litterateurs, academicians, educationists, professionals, policy makers,
research scholars and students. All the articles are considered for publication
only if they fall within the ambit of aim and scope of the Journal.

Call for Papers for Next Issue

Full paper submission April 30,2019
Confirmation of paper May 30, 2019
Re-submission of revised paper June 15,2019
Issue publication June 30,2019

Refer to “Guidelines” inside for details on paper submission.
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