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Abstract

Over the years, academic cheating continues to be an endemic issue that has always been a threat
to academic honesty and social values. Academic dishonesty among the students is a perplexing
phenomenon, that exists in every stage of our education system, especially in colleges and universi-
ties. College and university administrators admit that academic dishonesty is an issue on campus
but they often lack in preparing effective policies and procedures to monitor it and to deal with it.
In addition, indecisive perceptions regarding academic dishonesty has adverse effects on paradoxical
situation of education. The current study provides the details about the causes that motivate the
students to cheat and describes the different forms of cheating practices performed by the students.

The purpose of this study is to determine the insight of the students of the University of Jammu
on cheating, to determine the proportion of students who honestly admit that they cheats in their
academics life, to determine the proportion of students who cheat but did not admit it and to
determine the factors associated with cheating behaviour.

This study deals with cheating behaviour of students at college and university levels. Thus, data
from the sample of 2317 students enrolled in second year of graduation, post graduates students of
the University of Jammu and its affiliated colleges, were obtained from anonymous questionnaire
comprises of 46 closed ended questions related to factors leading to students’ cheating, types of
cheating and other related questions.

From the current study, the main reasons due to which students go for cheating are not know-
ing/understanding the study material, performance pressure, inadequate exam preparations, etc.
Also, around 42%, 6% and 52% of the respondents are found to be occasional, persistent and instan-
taneous cheaters, respectively. We suggest that students must understand that cheating is wrong
not only for the society but also for their own knowledge because by indulging in cheating students
prevent them from learning what they are studying and hence, deteriorate the intellectual human
resource of the country.

iv



Chapter 1

Introduction

1.1 Background

Education is a very important investment for the future. It allows one to attain a future which one
cannot grab otherwise. So, it is necessary to give a child good education for him/her to survive
and prosper. But, the real problem comes when we realize that the child is not capable to study
well or more precisely we do not know in advance in which field he/she could execute well. Parents
should not force the child to choose a career in which he/she has no interest and talent. If he/she
is compelled to take a path in which he/she is not capable, he/she may be forced to resort to ways
that dodge the problem, like resorting to cheating?

The phenomenon of cheating is the most prominent and serious practice which exits at every
level of education system. Academic cheating can be of various types, suggested by Holleque (1982)
and k12 academics, such as copying from another’s person, stealing examination papers and lecture
notes, using prohibited material like crib notes, deception, sabotaging, impersonation, forgery, pla-
giarism, fabrication, data manipulation, padding bibliographies, and many more. So, however and
whenever it happens, it creates a serious problem, not only for faculty and institutions of higher
education, but also for students.

Academic dishonesty is an escalating phenomenon that is plaguing educational institutions
around the world. It has been and continues to be a major problem in schools, colleges and univer-
sities. Infact, it has become an inescapable activity, especially, in colleges and universities, where
grades earned directly effect the academic careers of students for many years to come. The rising
pressure to get the best grades in school, get into the best college, and land the best paying job is a
cycle that has made academic dishonesty increase exponentially. The subject of academic cheating
has attracted the attention of not only academics but also public communities. Recent studies have
proven that the issues of academic cheating among undergraduates have increased along the years.
For example, 76 percent of the students confessed to having involved in academic cheating (Jeergal
et al., 2015).

Academic cheating is becoming so common these days that it sometimes becomes necessary for
some persons to cheat in order to get better ranks. Hence, it is quite important to identify the

1



causes that motivate students to cheat. Various studies have been conducted to identify the causes
of cheating and the ways for controlling it: see Rettinger & Kramer (2009), Munir et al. (2011),
Griffin et. al (2015), Curtis & Vardanega (2016), and Hussein et al. (2018). There may be several
reasons that might motivate students to get involved in cheating practices. The one major reason
for students’ cheating is that they may not have studied well or they may not understand the
material well as a result of which they are unable to write an exam or to complete the assignment
by their own, so they resort to cheating. Another factors encouraging students to cheat includes
tough question papers, laziness, peer influence, parental pressure, performance pressure, lack of
time management skills, etc. Whatever be the type of cheating it is serious threat to the academic
integrity of our education system.

1.2 Content of This Document

This report contains three chapters and three appendices. The present chapter i.e., Chapter One
gives an introduction to the report, and Chapter Two describes the basic concepts, definitions and
methodology used for the analysis of the data used. Chapter 3 contains the summary of the main
findings on the cheating behaviour of the students obtained from the survey data. Appendix A
gives the detailed description of the sample size selected from considered sampling frame, appendix
B provides a detailed questionnaire used for the data collection of the present study and appendix
C provides a detailed description of variables used in analysis.

The current chapter provides a detailed background of the study along with the literature that
have reviewed for this study. It also contains the objectives of the current study. In addition to the
above this chapter provide detailed description of the sample design and the data collection.

Chapter two contains the basic concepts including the definitions of academics cheating , types
of academics cheating & factors influencing students to cheat in their academics life and a detailed
explanation of the methodology used for the analysis of the collected data. It also provide a brief
description of the data collected for this study.

And, finally chapter three comprises of all the results and findings of the study along with
interpretations and conclusions followed by the references.

1.3 Literature Review

Academic cheating is an immoral way of achieving a goal in the field of academic (Kalhori, 2014). In
the context of this study, academic cheating is generally composed of two different forms, cheating
in tests and cheating in assignments. Test cheating is defined as an act of deception using forbidden
items and information during examinations in order to gain unfair advantage over others (Muchai,
2014). Meanwhile, assignment cheating is an act that deceives, misleads or fools the lecturer into
thinking that the assignment submitted by the student was a student’s own work (Davis et al., 2009).

Various theoretical perspectives have been applied for understanding cheating. Michaels and
Miethe (1989) examined the applicability of several theories of divergence to cheating, including

2



deterrence theory, rational choice theory, social bond theory, etc. Thereafter, Beck and Ajzen
(1991) proposed the integrated model of cheating, which shows that students’ intentions to engage
in disfunctional behaviours may be influenced by attitudes, subjective norms, perceived behavioural
control and moral obligations. Previous studies conducted on academic cheating have looked into
various perspectives. Some studies focused on the relationship between motivation and cheating
behavior, some focused more on the relationship between socio-demographic factors and cheating
behavior (e.g., Jung-In et al. (2015)). Others (e.g., Donse and Van De Goep (2013)) have carried
out studies to determine what causes students to cheat.

The existence of academic cheating has always been a major concern for various researchers.
Many studies have been conducted in order to identify various types of academics cheating among
college students and this can be achieved by using anonymous questionnaire distributed or mailed
to the students. The estimates of students that are involved in academic cheating during their
college lives, ranges from 49% for marketing students (Tom & Borin, 1988) to 88% for premedical
students (Sierles et al., 1980).

Dishonesty in an academic setting has been a consistent and paramount problem for many years
at all educational levels (Harding et al.2004), and it is a serious educational issue(Orosz et al. 2016;
Koul et al. 2009). Considerable progress has thus, been made in identifying factors that influence
cheating behaviour. Alarape & Onkoya (2003) have found that age and self esteem are the two
major factors that are positively correlated with the cheating behaviour of students. Khodaie et al.
(2011) found that higher socio-economic status along with stress, depression and family crisis are
the major factors that promote students to cheat in their academic lives.

Technological factors such as the use of internet for assignment completion has increased the
possibility of academic misconduct (Hosny & Shameem, 2014). In fact, the growth of technology
through social media has provided electronic storage opportunities as well as platforms for sharing
and archiving exams or answers for anyone who searches for it (Smith et al., 2007). Another study
discovered that students actively cheat on assignments rather than on examinations (King & Case,
2014). Additionally, the internet which has been used by students in their personal lives has helped
them to get the information needed for assignments (Anitsal et al., 2009). Hutton (2006) also stated
that the easy access of the internet has increased the opportunity for students to share work in
unethical ways.

Various guidelines for controlling cheating have also been proposed like Houston (1976, 1983)
& Aiken (1991) suggested that cheating can be controlled by making it as difficult as possible for
students to cheat, Jenderk (1992) suggested that the cheating can be avoided by discussing the
consequences of cheating with the students, etc. Despite these findings and recommendations, the
prevalence of cheating is on the rise (Daniel et al., 1991; Davis et al., 1992). Marsh and Cam-
pion (2018) suggest that academic integrity should be strongly assumed as an institutional concern,
instead of just students’ responsibility. Moreover, through a collaboration approach and using work-
shops and open educational resources settled to address paraphrasing, summarizing and quotation,
Marsh and Campion (2018) concluded that “better collaboration and co-operation among faculty
staff, learning advisors and librarians is therefore essential” (Marsh and Campion 2018). Still there
are many questions that remain to be answered concerning the nature, cause and type of academic
cheating.
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1.4 Objectives

This study was conducted to determine the intuition of the students attaining at least second
year of graduation, post graduates of the University of Jammu, Jammu, J&K, India, on cheating.
Following are the major objectives of the study:

1. To define students, what is meant by cheating;

2. To find out the main reasons, why student opt cheating;

3. To identify whether cheating is a product of laziness or some other circumstances;

4. To determine the latest ways used by the students for cheating;

5. Do the extreme response patterns significantly alter the information on cheating behavior?
In other words is the response representative?

1.5 Sample Design

Our target population comprised of all the undergraduates students enrolled in 3rd semester and
above, BEd students, masters students of University of Jammu and its affiliated Colleges. So, the
total population size in our study was 66091. We had followed the NSSO methodology to select the
sample with 95% confidence level, 2% margin of error and 50% of population share, using formulae:

n =
z2×p(1−p)

e2

1 + z2×p(1−p)
e2N

where, n = sample size

z = z score

p = population proportion

e = margin of error

N = size of populationsize

Thus, a sample of 2317 had selected for the collection of data. And we had selected sample
based on the multi-stage stratified random sampling design. The first stage units (FSU) comprises
of the main campus, off campuses and different colleges affiliated to the Jammu University. The
ultimate stage units (USU) comprises of different courses offered by these institutes. Then, we
apply proportional allocation for selecting sufficient number of sample units from each of the USU.

Table 1.1 provide details of sample selected from the different institutes. Detailed description
of the sample selected from each of the sampling unit is given in Appendix A.
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Table 1.1: Sample size selected from each of the institute

Institute Sample size

Kathua Campus 58
Reasi Campus 1

Udhampur Campus 3
Off Campuses Poonch Campus 1

Kistwar Campus 2
Ramnagar Campus 1
Bhaderwah Campus 4

Govt. Degree College, Doda 117
Govt. Degree College, Rajouri 250
Govt. Degree College, Poonch 105

Govt. Degree College, Kishtwar 41
Govt. Degree College, Kathua 271
Govt. Degree College,Samba 98

Govt. Degree College, Ramban 39
Govt. Degree College, Udhampur 237

Affiliated Colleges Govt. Degree College, Reasi 42
Govt. Degree College, RS Pura 34
Govt. Degree College, Akhnoor 32
Govt. Degree College, Bishnah 10
Govt. Degree College, Paloura 31
Govt. College of Engineering 25

Model Institute of Engineering and Technology 35
MBS College of Engineering 27

Private law colleges 18
Private BEd colleges 50

On Campus University of Jammu 785
Total 2317

1.5.1 Sampling Frame

For the sampling frame, we had collected information from the department of Statistical Plan-
ning and Research Unit of University of Jammu. But we had considered all the 7 Off campuses
of University of Jammu, 9 government colleges from each district other than Jammu district, 4
government colleges from the Jammu district, 2 private law colleges of Jammu district, 16 private
BEd colleges of Jammu district, 1 government engineering college, 2 private engineering colleges
of Jammu district and finally, the campus of University of Jammu was considered as the sampling
frame.

Stratification

Stratum had formed at district level. Within each district of Jammu division, nine basic strata were
formed (one for each district). However, within the Jammu district, different government degree
colleges, government engineering college, private engineering colleges, private BEd colleges and
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private law colleges formed a separate basic stratum and the remaining off campuses of University
of Jammu i.e., Ramnagar campus and Bhaderwah campus and campus of University of Jammu,
itself was considered as another basic stratum.

Sub-Stratification

Different sub-stratification were done for the courses offered by each of the selected campuses and
colleges. Seven (7) different streams were considered as the courses offered by these institute. They
were: Science, Technology, Commerce, Arts, Management, Law and BEd.

Allocation used in Sub Strata

Within each stream(course) offered by University of Jammu, its Affiliated colleges and its different
off campuses, the respective sample size was allocated to the different strata in proportion to the
number of students enrolled in that stream.

The above discussed technique has employed on each of the district except for Jammu District.
For Jammu District, 75% of the remaining sample, after selected from the other districts and off
campuses, had selected from the campus of the University of Jammu, using proportional allocation.
And the rest of sample had selected from the remaining colleges of Jammu district using proportional
allocation

Selection of USUs

For the different districts, from each sub stratum, required number of sample were selected by
Simple Random Sampling Without Replacement (SRSWOR) procedure.

1.6 Data Collection

A descriptive design is used to study cheating behaviour of the students. So, a questionnaire was
designed to analyze the cheating behaviour of the students. The survey period of this study was
from March to September 2019. The required information was collected from a selected number of
students by visiting their respective departments, colleges or institutes, personally and by asking
them to fill in an anonymous questionnaire based on different cheating behaviour. But due the
disturbances in the state during the survey period, it was not possible to collect the data from the
highly disturbed areas such as Doda, Kishtwar and Rajouri. So, the data was collected from only
1906 students which was the relevant sample size for our study.

Broadly, the following information was collected in this study from each selected student in order
to understand their general perception about the cheating and to analyze their cheating behaviour:

1. the demographics characteristics of the students i.e., age, gender, stream, status etc.,

2. general questions on students’ cheating,

3. factors influencing students to cheat including general as well as personal factors,

4. types of cheating students are involved in.
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Chapter 2

Concepts And Methodology

2.1 Basic Concepts

2.1.1 Academics Cheating

The phenomenon of cheating is the most prominent and serious practice which exits at every level of
education system. Rajendran defined cheating as an activity which is performed to complete a work
in an unethical way by a person when he does not know how to do that work in a legal way. However,
this is not the only way of defining cheating; different people have their different perception about
cheating like Holleque (1982) defined cheating as changing one or more answers when correcting own
examination and/or not marking two or more in correct responses, Mccabe (1999) defined cheating
as an immoral activity in the academic environment, Romney & Steinbart (2003) defined cheating
as an act of using any means of unfair and unjust privileges that include: lying, concealing the
truth, deceive, deceit and violation of trust to achieve something. But academic cheating/academic
dishonesty may be defined as the students’ behaviour of contradicting the fundamental values of
their academic lives (Holleque, 1982).

2.1.2 Types of Academics Cheating

Following is the list of all possible types of academics cheating in which students are involved
intentionally or unintentionally:

1. Bribery : It is an act of giving money or gift that alters the behaviour of recipient in the
favour of provider.

2. Using or having material like crib notes, gadgets etc. in an exam that is not specifically
approved by the instructor.

3. Deception : It is an act of providing false information to a teacher concerning a formal
academics exercise.

4. Fabrication : It is an act of falsification of data, information or citation.

5. Impersonation : It is a form of cheating whereby a different person other than the students,
complete an exam or assignment assigned to him.
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6. Plagiarism : It is an act of using the language and thoughts of another author and repre-
sentation of them as one’s own.

7. Sabotage : It is a form of cheating in which student prevents other student from completing
their work.

8. Copying : It is an of act of writing an examination/ test/ assignment from someone else. It
includes looking over someone’s shoulder, forbidden sharing of information between students
etc.

9. Attempting to obtain or accepting assistance from any other person (student or professor)
during exam.

10. Unauthorized collaboration i.e., collaborating on an assignment unless specifically allowed by
the professor.

11. Obtaining a copy of an examination or test prior to it.

12. Submitting any work for academic credit as their own when one is not the sole author or
creator.

13. Submitting any work that has been previously accepted for academic credit.

14. Stealing : It is an act of illicitly obtaining materials needed to complete assignment or test.

15. Misrepresenting a family or personal situation to get an extension in the course.

16. Forgery : It is act of forging a faculty/ family member’s signature on a permission form or
add/ drop form or any other form.

2.1.3 Factors Influencing Academics Cheating

Following is the list of factors/ circumstances that can possible influence the students’ decision to
cheat in the exams or assignments:

• Student has outside job

• Type of exam/ level of test difficulty

• Instructor friendliness

• Effect of course grades on long-term goals

• Instructor view on cheating

• Family view on cheating

• Financial support for good grades

• Spacing of students in the exam room

• course workload/ Academic overload
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• Sitting by the side of good students/ friend in the exam hall

• Type of course

• Friends’ view on cheating

• Family view on grades

• Value of the course material

• Instructor vigilance

• Excelling in exam/ To have good grades/ Performance pressure

• Fear of failure

• Ranks required for further admissions

• Other classmates also cheat/ Peer influence

• Stiff competition/ Excessive competition

• Lack of facilities

• Anxiety (exam phobia)/ Stress

• Ineffective time management skills or overload

• Exams focus on memory rather than comprehension

• Lack of self-confidence that they can pass

• Inadequate preparations

• Like cheating and believe everyone cheats

• Unfairness of instructor/ Strict instructor

• Laziness

• No realization that they are cheating and consider it as little help.

2.2 Reliability and Validity Analysis

Generally, the questionnaires are designed with the objective of obtaining relevant information in
most valid and reliable manner, for any study. Thus, it becomes necessary to test the consistency
and accuracy of a questionnaire, by using different reliability and validity tests. Reliability may be
defined as the degree to which an assessment tool produces stable and consistent results (Carmines
and Zeller, 1979). Reliability testing is important as it indicates the consistency across the different
parts of a research instrument i.e. questionnaire (Huck, 2007). Whereas, validity may be refers
to how accurate an instrument is at measuring, what is intended to be measured (Field, 2005).
Although reliability is necessary, it is not sufficient alone. In other words, for a research instrument
to be reliable, it also needs to be valid (Wilson, 2010).
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The thumb rules of reliability and validity are as follows:

• Internal consistency reliability can be tested by using Cronbach Alpha coefficient. Minimum
value of 0.70 is recommended for internal consistency reliability (Whitley, 2002, Robinson,
2009).

• Face validity can be tested using Cohen’s Kappa Index (CKI). Minimally acceptable value
Kappa index is 0.60.

• Construct validity (discriminant and convergent validity) can be determined using factor
analysis (Koh and Nam, 2005, Wee and Quazi, 2005). The loading of at least 0.40 & no cross
loading of items above 0.40 are required for establishing discriminant validity and eigen values
of 1 & loading of at least 0.40 is essential for convergent validity (Straub et al., 2004)

• Criterion validity is tested using correlation analysis. If significant value < 0.05, then the
instrument is declared to be valid.

Reliability, construct validity and criterion validity tests are performed using SPSS software
whereas face validity tests are carried out ‘irr’ package (Gamer et al., 2012) of R software.

2.3 Latent Class Analysis

There are various phenomenon that often cannot be directly observed or to analyze certain phe-
nomenon, not all variables of interest may exist in practice nor are able to be directly measured.
So, latent variable modeling, in which the value of the latent variable (unknown variable) cannot be
directly observed, rather its value is deduced from observed variables, can be used in those cases.
Latent variables may be defined as an unobserved random variables which are hidden from us
(SKrondal, 2004) and are unknown to us in any particular study, whereas, manifest variables may
defined as variables which are the observable and are designed specially to measure the unknown
latent variable. Moreover, the manifest variables are known to us in that particular study. Out of
all possible manifest variables only few are capable to be indicators of the latent variable. Indicator
variables are the manifest variables which can measure the unknown latent variable. The value of
unknown latent variable can be estimated on the basis of the responses made by the individuals to
the different indicator variables. We also have a third variable, referred to as a grouping variable
such as gender (G), which is used to identify an individual’s membership in two or more population
subgroups. however, there is no statistically rigorous way to test whether a particular choice of a
grouping variable satisfies the assumptions of LC models. Instead, the grouping variable is based
largely on subjective criteria, by considering whether the assumptions are plausible for a it or not.

Latent Class Analysis (LCA) is appropriate when the latent variable and all the indicator vari-
ables are discrete in nature. It establishes a relationship between a set of observed discrete variables
(manifest variables) and a set of unknown discrete variables (latent variables). LCA is a methodol-
ogy that allows us to identify hidden population subgroups/classes. A class of any latent variable
is specified by pattern of responses made to the different manifest variables by the respondents, in
terms of conditional probabilities. These probabilities show the possibility that the latent variables
can take any particular values. LCA is a valuable tool for assessing measurement error, identi-
fying flawed items of the questionnaire, assessing mode extreme responses effects and adjusting
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non response bias. LCA involves both absolute fit of a particular model and relative fit of two
or more competing models. It gives different types of model statistics measures like AIC (Akaike
information criterion), BIC (Bayesian information criterion), chi- square, classification error, and
many more, which makes us able to find right number of classes and we can try different options
before choosing the optimum one. Moreover, the Expectation- Maximization (EM) algorithm used
in latent class analysis for finding the latent classes is highly robust.

The basic analytical approach used in this study is the LCA for dichotomous manifest variables.
In this approach we envisage a relationship between discrete indicator variables and discrete latent
variables across different number of groups. We have used poLCA (Linzer and Lewis, 2011) package
of R software for performing the Latent class analysis (LCA).

2.3.1 Latent Class Models

LCA models comprises of two types of probabilities which include

• the probability indicating the likelihood of a response by respondents in each of the classes
and

• the probability representing the latent class size or the proportion of individuals who are
members of a particular latent class.

Former one represents the probability of a particular responses to a manifest variable, condi-
tioned on latent class membership and can be interpreted as factor loading for Factor Analysis in
which both the observed or latent variables are continuous. LCA provides a clustering of individu-
als in a population, based on the response patterns of individuals to the different observed variables.

• Sample can be treated as if it were a simple random sample without replacement from an
infinite population i.e. data is sampled without replacement from a large population units
using SRS.

• The indicators are locally independent within a latent class, means all the indicator variables
have nothing in common except latent variable, i.e., after accounting for latent variable X ,
there is no association between indicator variables.

• The response probabilities are homogeneous, i.e., the probability of selection of any two units
or individuals from the population are same.

• The indicator variables are univocal, i.e., the indicator variables can measure one and only
one latent variable.

Following the notation used by Linzer and Lewis (2011), suppose we have J polytomous cat-
egorical manifest variables ( the observed variable) each of which contain Kj possible outcomes,
for individuals i = 1, 2, 3, ..., N . Let Yijk be the observed values of the J manifest variables such that{

Yijk = 1 : if ith respondent give the kth response to the jth variable
Yijk = 0 : otherwise

}
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where j=1,2,...,J and k=1,2,...,Kj .

The LC models approximates the observed joint distribution of the manifest variables as the
weighted sum of a finite number, R, of constituent cross-classification tables. Let πjrk denote the
cross-conditional probability that an observation in class r=1,2,. . . ,R produces the kth outcome on
the jth variable with

Kj∑
k=1

πjrk = 1

. Let pr be the prior probabilities of latent class membership, as they represent the unconditional
probability that an individual will belong to each class before taking into account the responses
Yijk provided on the manifest variables. The probability that an individual i in class r produces a
particular set of J outcomes on the manifest variables, assuming conditional independence of the
outcomes Y given class membership, is the product

f(Yi;πr) =

J∏
j=1

Kj∏
k=1

(πjrk)Yijk , (2.1)

The probability density function across all classes is the weighted sum

f(Yi|π, p) =

R∑
r=1

f(Yi;πr) =

R∑
r=1

Pr

J∏
j=1

Kj∏
k=1

(pijrk)Yijk , (2.2)

The parameters Pr and πjrk are estimated by the latent class model.

Given estimates P̂r and π̂jrk of Pr and πjrk respectively, the posterior probability that each
individual belongs to each class, conditional on the observed values of the manifest variables, are
calculated by

P̂ (ri|Yi) =
p̂rf(Yi; π̂r)∑R

q=1 p̂qf(Yi; π̂q)′
(2.3)

where ri ∈ (1, 2, . . . , R).

It is important that the condition R
∑

j (Kj − 1) + (R − 1) ≤ n on the number of parameters

should hold. Also, R
∑

j (Kj − 1) + (R − 1) ≤ (310 − 1) i.e. one fewer than the total number of
cells in the cross-classification table of the manifest variables, as then the latent class model will be
unidentified. Under the assumptions of multinomial distribution, the log likelihood function can be
given as:

lnL =

n∑
i=1

ln

R∑
r=1

pr

J∏
j=1

Kj∏
k=1

(πjrk)Yijk , (2.4)

LCA not only builds a classification model but it also explain a relation of the class membership
to explanatory variables by including covariates (Vermunt,2010) in the model. Grouping variables
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can be used in LC models in order to model the unexplained heterogeneity in the data. In that
case latent class membership probabilities are predicted by covariates through a logistic link.

2.3.2 Parameter Estimation

In LCA, observed data corresponds to the observed responses of individuals on each item which are
considered as categorical observed variables and the missing data are the unobserved scores in a
latent categorical variable whose categories are called latent classes. Dempster et al.(1977) provided
maximum likelihood estimation in case of observed and missing data involved in the analysis.

The unknown parameters of the LC models can be estimated by maximizing (2.4) with respect to
pr and πjrk,using the expectation-maximization (EM) algorithm (Dempster et al.(1977), McLachlan
and Peel (2000) and Linzer and Lewis (2011)). The EM algorithm, begin with arbitrary initial
values of p̂r and π̂jrk, and denote them p̂0r and π̂0

jrk. The expectation step, calculate the missing

class membership probabilities using equation (8), substituting p̂0r and π̂0
jrk in place of p̂r and π̂jrk.

The maximization step, update the estimates of the parameters by maximizing the log likelihood
function given these posterior P̂ (ri|Yi), with

pnewr =
1

N

N∑
i=1

P (ri|Yi)

as the new prior probability and

π̂new
jr =

∑N
i=1 YijP (ri|Yi)∑N
i=1 P (ri|Yi)

as the new class conditional outcome probabilities; π̂new
jr is the vector of length Kj of class-r

conditional outcome probabilities for the jth manifest variable; and Yij is the N × Kj matrix of
observed outcome Yijk on that variable. The algorithm repeats these steps several times until the
overall log-likelihood reaches a local maximum and further increments are less than some arbitrarily
small value.

2.3.3 Model Selection

Different LCA models have different number of latent classes. Usually, models with more param-
eters(i.e, more latent classes) provide a better fit, and more parsimonious models tend to have a
somewhat poorer fit. So, there is always very close agreement between goodness of fit and parsi-
mony of the latent class models. We can test the goodness of fit of an estimated LCA models by
the Pearson Chi-square( χ2 ) or the Likelihood Ration Chi-square( L2 ) . However, the likelihood
ratio Chi-square test, although extensively used in statistical literature, has a number of important
limitations.These limitations can be controlled by making use of several information criteria, such
as the Akaike information criterion (AIC) (Akaike (1973)) and Bayesian information criterion (BIC)
(Schwartz (1978)), each of which is designed to penalize models with larger numbers of parameters.
AIC and BIC on the number of parameters in the model:

AIC = L2 − 2× d.f.
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and
BIC = L2 − d.f.× ln(n),

where n is the sample size.

These information criterion are commonly used for selecting the optimal number of latent classes
in a model . By comparing models with different number of latent classes, a model with lower AIC
and BIC is selected.

2.4 Data Description

This study had used survey method to obtain the needed data and to determine the perception
of students regarding the cheating problem. A questionnaire was prepared which comprises of 46
closed ended questions related to factors leading to students’ cheating, types of cheating and other
related questions. The whole questionnaire is divided into following 5 major sections.

Respondent’s Details : This section tracks the record of the demographic characteristics of the
students which includes gender, age, religion, status and stream.

General Questions : This section consist of general questions about cheating in order to get the
general perception of students on academics cheating and to get idea from the students about
the main reason why students cheat during the exams?

Situational Aspects : This section consist of questions about the situational factors that can
influence the students to cheat during the exams.

Personal Aspects : This section consist of the questions about the personal factors that can
influence the students to cheat during the exams.

Types Of Cheating : This section comprises of the questions about the types of cheating students
are involved in. This section was prepared with the objective of making students aware of the
types of academics cheating and to know about their own cheating behaviour.

A detailed Questionnaire is in Appendix B.

2.5 Statistical Hypothesis

The following null hypothesis were considered and tested, at the 5% level of significance, in the
current study :

H◦1 : Cheating is independent of gender.

H◦2 : Cheating is independent of current Status of the student.

H◦3 : Cheating is independent of stream of the student.

H◦4 : Cheating is independent of students’ perception of academic cheating.

H◦5 : Cheating is independent of students’ understanding of material.
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H◦6 : Cheating is independent of type of exam given by the teacher to the students.

H◦7 : Cheating is independent of performance pressure on the students.

H◦8 : Cheating is independent of the students’ perception about humiliation due to failure.

H◦9 : Cheating is independent of the students’ confidence lacking.

H◦10 : Cheating is independent of the students’ parental pressure.

H◦11 : Cheating is independent of the students’ attitude towards grades.

H◦12 : Cheating is independent of sitting plan of the students in the exam.

H◦13 : Cheating is independent of punishment severity in the educational atmosphere.

H◦14 : Cheating is independent of students’ inadequate exam preparations.

H◦15 : Cheating is independent of students’ ineffective time management skills.

H◦16 : Cheating is independent of students’ habit of laziness.

H◦17 : Cheating is independent of students’ perception about instructor vigilance.

H◦18 : Cheating is negatively correlated to the students’ subject liking.

H◦19 : Cheating is negatively correlated to the students’ interest in the subject.

H◦20 : Cheating is negatively correlated to the students’ instructor liking.

H◦21 : Cheating is independent of the student’s perception that cheating inevitable.

H◦22 : Cheating is independent of the student’s perception of peer influence.
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Chapter 3

Summary of Findings

3.1 Introduction

This study had conducted in order to make students aware of exactly what is meant by academics
cheating and to find out the factors or circumstances under which students are more likely to cheat.
This study also categorizes the students according to their response patterns to different manifest
variables using LCA.

The current chapter summarizes all the results of the survey and discusses the main findings
of the survey about the cheating behaviour of the students. The discussion in this chapter begins
with the reliability and validity analysis which forms initial stage of the analysis procedure. Then,
it explains the way of treating missing data values followed by the descriptive statistics.

This chapter also, explains the hypothesis testing and LCA results which includes LC models,
model selection, selection of optimum number of latent classes along with its interpretation. Finally,
it is concluded with the conclusions of the study.

3.2 Reliability and Validity Analysis

We had conducted a pilot survey on 9 departments of the University of Jammu, in order to test
the reliability and validity of our questionnaire, before conducting the full survey. The Value of
Cronbach Alpha coefficient in this case comes out to be 0.735, which indicates a high reliability
according to Hinton et al. (2004).

Cohen’s Kappa index, in this case was 0.61, which shows that face validity holds for our ques-
tionnaire. Although, face validity holds in this study but it is the weakest form of validity and
many would suggest that it is not a form of validity in the right sense of the word. So, we had
employed other validity tests also, as it is always advisable to test different forms of validity in
order to get valid data. We had performed factor analysis utilizing principle component analysis
with varimax rotation method for testing construct validity and correlation analysis for testing the
criterion validity. Both the validities (criterion and construct) holds in this study.
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3.3 Dealing With Missing Data

Our data set consists of 1906 observations, but out of that 7 were deleted due to non response
and a total of 1899 responses were considered for the further analysis. These responses were, then
tested for the identification of missing data values. The term missing data is, commonly, refers to
the absence of one or more values within a study variable(s) contained in the dataset. In general, a
greater number of missing values within a dataset reflects a greater challenge to the data analyst.
So, it become quite essential to assess and treat missing values. The keys to effectively assessing and
treating missing data values within a dataset involve specifying how missing data will be defined
in a study, assessing the amount of missing data, identifying the pattern of the missing data and
selecting the best way to treat the missing data values.

We had used multiple imputation method to deal with missing data values. With singular im-
putation methods, mean, median, or some other statistics is used to impute the missing values.
However, using single values carries with it a level of uncertainty about which values to impute.
Multiple imputation narrows uncertainty about missing values by calculating several different op-
tions. We had used SPSS software for performing multiple imputations on over dataset.

3.4 Descriptive Statistics

The collected data were organized into frequency and contingency table. Frequency distribution
tables were used to indicate the proportion of those students who admitted that they had cheated
in their academic lives through the general questions and the direct questions. Contingency table
was utilized in comparing cheating behaviors of the students with their general perception about
cheating.

Table 3.1 provides the frequency table of the respondents demographic characteristics. From the
table 3.1 it is found that the proportion of female in the sample is 0.60 and male is 0.40; whereas
in population this proportion was 0.66 and 0.34.

Table 3.1: Frequency table for demographic characteristics of the respondents

Variables Categories Total
1 2 3 4 5 6 7 8

Gender 768 1131 - - - - - - 1899
Age 744 653 402 100 - - - - 1899

Religion 1533 231 402 100 - - - - 1899
Current Status 1158 122 619 - - - - 1899

Stream 451 - 146 57 862 57 102 224 1899

Also, the proportion of undergraduates, graduates, postgraduates in the sample is 0.61, 0.06
and 0.33, respectively. It is also found that the proportion of the students belonging to science,
Technology, Commerce, Arts, Management, Law and other streams is 0.24, 0.08, 0.03, 0.45, 0.03,
0.05 and 0.12, respectively.
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Table 3.2: Frequency table for the questionnaire

S.No. Question No. Sub Categories Total
Questions 1 2 3 4 5 6

1 Q1 1723 176 - - - - 1899
2 Q2 596 717 481 105 - - 1899
3 Q3 781 601 432 85 - - 1899
4 Q4 386 1069 64 223 157 - 1899
5 Q5 300 220 369 129 758 123 1899
6 Q6 1576 323 - - - - 1899

a 154 130 205 1087 - - 1576
7 Q7 201 140 856 146 556 - 1899
8 Q8 1513 386 - - - - 1899

a 1249 264 - - - - 1513
b 1071 442 - - - - 1513
c 1116 397 - - - - 1513
d 1163 350 - - - - 1513

9 Q9 1227 672 - - - - 1899
10 Q10 1017 882 - - - - 1899
11 Q11 1562 335 - - - - 1899
12 Q12 1359 540 - - - 1899
13 Q13 1410 489 - - - - 1899
14 Q14 1177 722 - - - - 1899
15 a 1653 246 - - - - 1899
16 b 1655 244 - - - - 1899
17 c 1008 891 - - - - 1899
18 d 1083 816 - - - - 1899
19 e 1059 840 - - - - 1899
20 Q15 1393 506 - - - - 1899

a 357 1036 - - - - 1393
b 1113 280 - - - - 1393
c 733 660 - - - - 1393
d 539 854 - - - - 1393
e 269 1124 - - - - 1393
f 407 986 - - - - 1393
g 373 1020 - - - - 1393

21 Q16 1097 802 - - - - 1899
a 827 270 - - - - 1097
c 642 455 - - - - 1097
d 386 711 - - - - 1097
e 417 680 - - - - 1097

22 Q17 590 1309 - - - - 1899
23 Q18 673 1226 - - - - 1899
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S.No. Question No. Sub Categories Total
Questions 1 2 3 4 5 6

24 Q19 367 260 821 345 106 - 1899

Table 3.2 provides the frequency distribution for the questionnaire. The following are the main
findings from the table 3.2:

• 91% of the students believed that students cheat during their academic lives.

• Only 73% of the students have admitted that they have actually cheated in the tests and
exams.

• Around 58% of the students have cheated in assignments or projects.

• On average 33% of the students are involved in other forms of cheating.

• Around 83% of students believed that inadequate preparation is the major factor that enforces
a student to go for cheating.

Table 3.3: Contingency table

Q15
Total

1 2

Q1
1 1280 443 1723
2 113 63 176

Total 1393 506 1899

Table 3.3 provides the contingency table which compares students cheating perception in general
with their own cheating behaviour. Table 3.3 shows that 23% of the respondents believe that
students cheat during their academic lives but have denied that they have cheated in the exams or
tests; whereas around 6% of the students have actually cheated in exams or tests but they don’t
believe, in general, that students cheat in their academic lives

3.5 Testing of Hypothesis

Table 3.4 provides the summary of the hypothesis testing. From table 3.4 it is clear that the cheat-
ing behaviour of the students is independent of the their current-status, type of exam given by the
teacher, perception about humiliation due to failure, confidence lacking, parental pressure, attitude
towards grades, punishment severity in the educational atmosphere, ineffective time management
skills, habit of laziness and perception about instructor vigilance.
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Table 3.4: Hypothesis test summary

S.No. Hypothesis χ2 Significant value Decision

1 H◦1 17.574 0.000 Reject the null hypothesis
2 H◦2 5.504 0.138 Accept the null hypothesis
3 H◦3 17.795 0.013 Reject the null hypothesis
4 H◦4 8.309 0.004 Reject the null hypothesis
5 H◦5 20.702 0.000 Reject the null hypothesis
6 H◦6 6.919 0.140 Accept the null hypothesis
7 H◦7 38.973 0.000 Reject the null hypothesis
8 H◦8 1.735 0.188 Accept the null hypothesis
9 H◦9 0.208 0.648 Accept the null hypothesis
10 H◦10 2.023 0.155 Accept the null hypothesis
11 H◦11 2.763 0.096 Accept the null hypothesis
12 H◦12 9.199 0.002 Reject the null hypothesis
13 H◦13 1.098 0.295 Accept the null hypothesis
14 H◦14 15.933 0.000 Reject the null hypothesis
15 H◦15 2.709 0.100 Accept the null hypothesis
16 H◦16 0.314 0.575 Accept the null hypothesis
17 H◦17 0.119 0.731 Accept the null hypothesis
18 H◦18 6.906 0.009 Reject the null hypothesis
19 H◦19 23.675 0.000 Reject the null hypothesis
20 H◦20 14.010 0.000 Reject the null hypothesis
21 H◦21 6.298 0.012 Reject the null hypothesis
22 H◦22 11.629 0.001 Reject the null hypothesis

Also, Cheating behaviour of students depends on their gender and stream. It also depends
on their perception about academic cheating, understanding of material, performance pressure,
sitting plan in the exams, inadequate exam preparations, belief that cheating is inevitable and
peer influence. Cheating behaviour of the students is found to be positively correlated to the their
subject liking or disliking, interest in the subject and instructor liking.

3.6 Latent Class Analysis

3.6.1 Latent Class Models/ Path Models

The path model diagram is the graphical method of displaying the causal relationships among vari-
ables in a LCA. Latent variables are represented by circles and manifest variables (indicators as well
as grouping variables), by rectangles. The arrows leading from the latent variable to each indicator
shows the direction of causal influence. Thus, each arrow represents a conditional probability or
interaction of the corresponding indicator with respect to latent variable . Likewise, the absence
of a line between two variables represents the conditional independence of the variables. The order
in which manifest variables appear in the figure can be used to indicate the order in which the
indicator variables were observed.
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A detailed description of the variable used in the current study for performing LCA is in Ap-
pendix C. Given the relatively large number of observed variables measuring the latent variable
and the number of response categories per variable, the number of parameters is fairly high. For
this reason larger models were not considered. But out of those models, only 4 models provide the
efficient results, consequently we proposed following 4 models for estimating the cheating behaviour
of the students using LCA.

Figure 3.1: Model 0

Model 0 : This model is the simple LC model without any grouping variable, preserving the
assumption of local independence. It will estimates the Cheating behaviour (X) on the basis
of the individuals’ response pattern to the different indicator variables.

Figure 3.2: Model 1

Model 1 : This model represents the variation in the indicator variables with the inclusion of
grouping variable, gender (G) and estimates the Cheating behaviour on the basis of the
individuals’ response pattern to the different indicator variables through grouping variable.
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Figure 3.3: Model 2

Model 2 : This model represents the variation in the indicator variables with the inclusion of
grouping variable, stream (S) and will test the influence of stream on the response pattern of
the individual to estimate the cheating behaviour.

Figure 3.4: Model 3

Model 3 : This model is a complex representation of the variation in the indicator variables on
the inclusion of two grouping variables i.e., gender (G) and stream (S). It will estimate the
cheating behaviour from the response patterns of the respondents to the different indicator
variables under the influence of the gender and stream of the respondents.
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3.6.2 Selection of best fitted model

Our data consist of 13 indicator variables which was used for predicting the cheating behaviour of
the students. We had incorporated 2 grouping variables with these variables in order to estimate
the LC models. As a result, we had to select one best model from the list of the proposed models,
which provides the better fit and optimum number of latent classes.

Table 3.5 provides necessary model statistics for different competing models, using poLCA pack-
age of R software. Best fitted model is selected on the basis of BIC value (Lin and Dayton, 1997).
The model with lowest BIC value is always preferred since it provides the best balance between
the two factors namely, model fit and model parsimony. From Table 3.5, it can be seen that BIC
value of model 3 is lowest i.e. 14954.7 . Also, it’s AIC and LL value (14725.37 and -7315.686,
respectively) is also satisfactory. Hence, model 3 is used for further analysis.

Table 3.5: Model diagnostics

Model d.f.1 No. of LL2 value AIC3 BIC4

parameters

Model 0 931 41 -7344.114 14770.23 14970.28
Model 1 929 43 -7330.693 14747.38 14957.2
Model 2 929 43 -7330.405 14746.81 14956.62
Model 3 925 47 -7315.686 14725.37 14954.7

1d.f. : Degreesoffreedomoferrorterm
2LL : Loglikelihoodvalue
3AIC : Akaikeinformationcriterion
4BIC : Bayesianinformationcriterion

3.6.3 Selection of optimum number of classes

A latent class or class of any latent variable is specified by pattern of responses made to the differ-
ent manifest variables by the respondents, in terms of conditional probabilities. These probabilities
show the possibility that the latent variables can take any particular values depending on the re-
sponses of the respondents. It also forms the underlying subgroups of respondents based on the
observed attributes. In the present study, classes specify the number of categories into which the
responses about the personal cheating behaviour falls. In order to identify optimum number of
latent classes, we had performed LCA on the selected model 3 to optimize the number of latent
classes. This would help us to find a parsimonious model which provides better fit.

Table 3.6 provides the goodness of fit statistics of model 3 for different number of latent classes.
From table 3.6 it is clear that the data-set was best fitted for Model 3 with 3 latent classes as the
corresponding BIC as well as AIC values of that model were lowest.
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Table 3.6: Goodness of fit statistics of model.

Number of classes (n) n=2 n=3 n=4

Estimated n-class 0.6489 0.4181 0.3632
population shares 0.3511 0.0659 0.3087

0.516 0.2686
0.0595

Predicted n-class 0.6605 0.3981 0.356
memberships 0.3395 0.0689 0.356

0.5329 0.2263
0.0617

No. of observations 972 972 972
No. of parameters 30 47 64

Residual degrees of freedom 942 925 908
Maximum log likelihood -7417.268 -7315.686 -7371.238

AIC 14894.54 14725.37 14770.48
BIC 15040.92 14954.7 14982.76
χ2 15781.95 11435.73 10963.64

Therefore, the underlying latent classes can be identified as “Occasional Cheaters” (latent class
1) which represents the group of students who are frequent cheaters and cheat commonly in their
academic lives , “Persistent Cheater” (latent class 2) which represents the students who are oc-
casional cheaters and cheat rarely in tests, exams or assignments and “Instantaneous Cheaters”
(latent class 3) represents the group of students who are instant cheaters and cheats in their aca-
demic lives whenever got chance to do so.

Table 3.7 provides the estimated conditional item response membership probabilities for each of
the indicator variables. 1st sub row of table 3.7 provides the results for the students who actually
admitted that they are involved in the cheating activities and 2nd sub row provides the results for
students who have denied for being involved in the cheating.

Table 3.7: Estimated conditional item response probabilities

Indicator Categories Latent Latent Latent
variables of indicators class 1 class 2 class 3

a1 1 0.5031 0.9208 0.0470
2 0.4969 0.0792 0.9530

a2 1 0.6765 0.9530 0.8734
2 0.3235 0.0470 0.1266

a3 1 0.6524 1.0000 0.4183
2 0.3476 0.0000 0.5817

a4 1 0.5634 0.8724 0.2874
2 0.4366 0.1276 0.7126

a5 1 0.3954 1.0000 0.0304
2 0.6046 0.0000 0.9696
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Indicator Categories Latent Latent Latent
variables of indicators class 1 class 2 class 3

a6 1 0.4293 0.9870 0.1661
2 0.5707 0.0130 0.8339

a7 1 0.4746 0.9751 0.1029
2 0.5254 0.0249 0.8971

a8 1 0.6907 0.9871 0.7658
2 0.3093 0.0129 0.2342

a9 1 0.6466 0.9797 0.5114
2 0.3534 0.0203 0.4886

a10 1 0.5077 0.8925 0.1525
2 0.4923 0.1075 0.8475

a11 1 0.5674 0.9468 0.1590
2 0.4326 0.0532 0.8410

a12 1 0.5117 0.7281 0.1882
2 0.4883 0.2719 0.8118

a13 1 0.5288 0.7153 0.3156
2 0.4712 0.2847 0.6844

Figure 3.5 provides the graphical representation of the class membership probabilities for esti-
mation of the 3 class lc model. Each group of red bars represents the conditional probabilities of
the indicator variables given the latent variable.

Figure 3.5: Graphical representation of class membership probabilities
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3.7 Conclusion

Based on the objectives, defined hypothesis and the analysis of collected data, following conclusions
are drawn:

• The current study defines students, by means of questionnaire, exactly what is meant by
academics cheating and make them aware of different types of cheating in which they are
involved knowingly or unknowingly.

• Also, it is observed that the main reasons because of which student opt for cheating are not
knowing or understanding the study material as it is quite difficult and boring; performance
pressure especially because of fear of humiliation due to failure ; inadequate exam prepara-
tions; ineffective time management skills; Laziness; disliking of the subject/course and lack of
interest in the topic.

• On the basis of identified factors and circumstances in which students choose cheating it
can be said that the cheating in the universities or any other higher educational institutes is
the product of not only students’ laziness but also students’ not knowing or understanding
the study material as they don’t like the subject/ they are not interested in the topic/ they
find it boring and difficult, performance pressure on them and finally, their inadequate exam
preparations.

• From the current study, the latest way of cheating used by students include gadgets, internet,
bluetooth devices and writing on stationery material carried by them.

• Also from the table 3.7 it is clear that the extreme responses do not alter the information on
cheating behaviour. Hence, we can say that the responses in our study are representative.

• The latent classes, in present study, have been identified as ”occasional cheaters”, ”persistent
cheaters” and ”instantaneous cheaters”, consequently around 42%, 6% and 52% of our re-
spondents are concluded to be occasional, persistent and instantaneous cheaters, respectively.

Academic cheating is a ‘disorder’ that should be taken seriously to restrain the behaviour of
academic dishonesty. It can be challenging to overcome the behaviour of academic dishonesty but
an ongoing effort must be taken to lessen its occurrence. The institutions of higher learning should
organize programs to promote academic integrity and inculcating an ethical behaviour amongst
tertiary students. Students should also be made aware on the negative implications they will
receive if they are found to be involved in the academic cheating. Institutions of higher learning
should also implement a clear and strict policy on the act of academic dishonesty.
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Appendix A

Detailed Description of district
wise, sample size selected from
considered sampling frame

S.No Institutions Course Sample Size

Off Campuses
1 Kathua Campus MBA 1

MCA 1
LAW 4
BCA 4
BBA 3
BSC 107
BED 47

BCOM 10
BA 152

2 Reasi Campus Sociology 1
BCA 0
BSC 9
BED 3

BCOM 0
BA 30

3 Udhampur Campus M.Com 2
BCA 2
BBA 3
BSC 64
BED 28

M.A Economics 2
BCOM 12

BA 127
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S.No Institutions Course Sample Size

4 Poonch Campus Sericulture 1
BCA 0
BSC 29

BCOM 0
BA 75

5 Kishtwar Campus Kashmiri 1
MSC IT 0

MSC GEOLOGY 0
BSC 19

BCOM 0
BA 23

6 Ramnagar Campus Sociology 1
7 Bhaderwah Campus MCA 1

English 1
Geography 1

MBA 0
B.com 1

8 Doda BSC 33
BCA 1

BCOM 0
BA 83

9 Rajouri BSC 73
BCA 0
BED 18

BCom 1
BA 158

10 Samba BSC 32
BED 13
BA 49

BCom 4
11 Ramban BSC 6

BA 32
Affiliated Colleges (Jammu)

12 Dogra Law College LAW 9
K.C Law College 9

13 Govt. College of Engineering ENGG 25
Model Inst. Of Engg.&Tech. 35
MBS College of Engg.&Tech. 27

14 MC Khalsa College of Education BEd 6
Chenab College of Education 2
Trikuta College of Education 1
National College of Education 4
Calliope College of Education 7
Harvard College of Education 4

K.C College of Education 4
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S.No Institutions Course Sample Size

Guru Nanak College of Education 1
B.N College of Education 2

Sai Shyam College of Education 1
J.K College of Education 2

Sant Mela Singh College of Education 3
K.C Gurukul College of Education 4

Ranjit College of Education 4
Sacred Heart College of Education 4

Galaxy College of Education 1
15 Govt. Degree College, R.S Pura BSC 10

BA 24
Govt.Degree college Akhnoor 32
Govt Degree College Bishnah 10
Govt.Degree college Paloura 31

Main Campus
16 Buddhist Studies 11
17 Dogri 16
18 English 29
19 Hindi 29
20 Punjabi 9
21 Sanskrit 10
22 Urdu 28
23 History 29
24 Political Science 30
25 Economics 31
26 B.Lib 8
27 M.Lib 6
28 Sociology 17
29 Psychology 14
30 Home Science 12
31 Chemistry 22
32 Geology 16
33 Geography 16
34 Physics 22
35 Electronics 15
36 Remote Sensing 3
37 Bio Tech 8
38 Bio-Chem. 5
39 Micro-Biology 4
40 Botany 15
41 Environment science 17
42 Zoology 16
43 Human Genetics 3
44 Mathematics 26
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S.No Institutions Course Sample Size

45 Statistics 14
46 Computer science 27
47 Business school 36
48 Commerce 28
49 Education 29
50 Life-long learning 17
51 Law 84
52 BBA 14
53 M.Ed 25
54 Physical Education(BPED) 27
55 Physical Education(MPED) 16

Total 2317
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Appendix B

Questionnaire Used For the Survey
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Appendix C

Detailed description of variables
used in LCA

S.No. Variables Descriptions

1 X Cheating behaviour of the students
2 a1 Used any sort of prohibited material in the exam
3 a2 Deliberately looked at another student’s test sheet

or made someone else to look at your test sheets
4 a3 Passed answers to another person during

a test or take answers from them
5 a4 Planned with another student how to cheat prior to exam
6 a5 Obtain a copy of an exam paper or test paper before exam
7 a6 Ever made attempt to obtain or accept assistance

from any other person during exam
8 a7 Lied to an instructor for conducting an exam or test

again/ for not appearing in exams or tests
9 a8 Copied another person’s assignment/ research/ thoughts

through online/ offline mode and passed it off as your own
10 a9 Complete the work which is assigned to someone else or made

any other person complete the work assigned to you
11 a10 Illicitly obtain material or steal material needed to complete

assignment
12 a11 Misrepresenting a family or personal situation

(made excuses) to get an extension in assignment
13 a12 Ever prevented other students from from completing their work
14 a13 Ever forged (copy) a faculty/ family/ friend’s signature on

permission form or add/ drop form
15 G Gender of the student
16 S Stream of the student
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Latent class analysis of multigroup heterogeneity in 
propensity for academic dishonesty
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ABSTRACT
Latent class analysis (LCA) is a cross-sectional latent variable 
mixture modeling (LVMM) approach. Like all LVMM approaches, 
LCA aims to find heterogeneity within the population by identi-
fying homogenous subgroups of individuals, with each sub-
group (called latent class) possessing a unique set of 
characteristics that differentiate it from other subgroups. LCA 
can be carried out with categorical latent and indicator vari-
ables. But, LCA is unable to examine the association between 
respective items and the latent variable among categories of 
individuals. Multiple-group LCA, in particular, is a useful exten-
sion of LCA which enables the testing of homogeneity of the 
class patterns between groups of the individual through a series 
of constraints. In this paper, we have performed a multi-group 
latent class analysis for measuring self reported academic dis-
honesty among the students of University of Jammu. From the 
analysis, three general behaviors of academic cheaters are iden-
tified as rare, frequent, and instant cheaters. Further, from the 
multi-group LCA, it is envisaged that female students of 
University of Jammu are more instantaneous cheaters than 
male students. Students who are self-reported cheaters from 
sciences and humanities of the University of Jammu are persis-
tent in cheating whereas from professional courses they are 
more occasional.
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1. Introduction

Latent class analysis (LCA) is a popular technique that is used to measure 
certain variables (called latent variables) which cannot be directly observed 
either because of its hypersensitive nature or due to the unavailability/diffi-
culty in the measurement of a variable required to analyze them. Latent 
variables are not directly observed rather their values are deduced from 
observed variables. It also identifies the relationship between categorical latent 
and observed variables in the form of membership among the subjects using 
observed variables. LCA enumerates the latent classes in which respondents 
with similar response patterns in terms of observed variables are in the same 
class. In traditional LCA, two sets of parameters are estimated i.e., class 
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membership probabilities and item-response probabilities conditioned on 
class membership.

LCA is one of the finite mixture modeling approaches that can also capture 
within a group as well as between group heterogeneity. In every data set, there 
is a mixture distribution that is heterogeneous across the sample but homo-
geneous within sub-samples. So, LCA captures the unobserved heterogeneity 
in the population, which is depicted by latent variable and has a direct physical 
interpretation.

LCA was first introduced by Lazarsfeld (1950) for performing the clustering 
for dichotomous items based on categorical observed variables. Subsequently, 
this technique was widely studied by various other statisticians. Goodman, 
(1974) extended it to nominal variables by developing an algorithm for 
obtaining maximum likelihood estimates of the parameters of Latent Class 
(LC) models, so that it could be practically applicable. In the same period of 
time Haberman (1979) put forward a relationship between LC models and log- 
linear models for frequency tables containing unknown cell counts. 
Hagenaars, (1990) also proposed a general framework for categorical data 
analysis with discrete latent variables. Various other important studies have 
also been carried out since then, such as the development of LC models 
containing covariates, several latent variables, multigroup latent class analysis, 
etc.

The multigroup extension of the standard LC model was first proposed by 
Clogg & Goodman, (1985). It was originally developed for the analysis of 
latent structures of categorical latent variables across the different groups 
(Kankaras & Moors, 2009). It now serves as a useful tool for segmentation, 
which enables the testing of homogeneity of the class patterns between groups 
of the individual through a series of constraints. Multiple group LCA is 
especially useful when there are existing subgroups in the data representing 
different populations and when the differences across these groups need to be 
compared within the latent class model (A. McCutcheon, 2002; Collins & 
Lanza, 2010). In other words, multiple group LCA examines differences 
between populations where the underlying latent group can be measured 
directly and this latent membership can be accordingly examined with the 
differences of population groups.

Three types of categorical variables are involved in multigroup LC models 
which include a set of indicator variables; one or more latent variables that 
account for the relationships between the indicator variables; and a grouping 
variable, which is a known categorical variable that can be related to both 
indicator variables and latent variable(s). The major assumption of this model 
is that the indicator variables are mutually independent and conditioned on 
the grouping variable and the latent variable(s). This is usually referred to as 
the assumption of local independence in multigroup LCA (Lazarsfeld & 
Henry, 1968). In multiple-group LCA, both the measurement part and 
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structural part of the model can vary across groups. Multigroup LCA offers 
a flexible alternative to the more commonly used multigroup confirmatory 
factor analysis (MCFA) and multigroup item response theory (IRT) 
approaches, which both rely on stronger distributional assumptions than LC 
analysis.

The purpose of this paper is to perform multi-group LCA using R software 
to take into consideration the heterogeneity among individuals which other-
wise is not possible to extricate through LCA with covariates.

2. Methodology

Following the terminology of Kankaraš et al. (2010))we assume an LC model 
with five observed polytomous variables A, B, C, D, and E having I (i = 1, 2, . . ., 
I), J (j = 1, 2, . . ., I), K (k = 1, 2, ., K), L (l = 1, 2, . . ., L) and M (m = 1, 2, . . ., M) 
categories, respectively; one latent polytomous variable X with T classes (t = 1, 
2, . . ., T), and one grouping variable G with S groups indexed by s = 1, 2, . . ., 
S. The variables A, B, C, D, and E are observed in each of these S groups. Thus, 
we have a set of S � five-way (I � J � K � L�M) observable contingency 
tables, or one � Six-way table (I � J � K � L�M � S). Then the multigroup 
LC model takes the following form: 

Here, πABCDEXjG
ijklmts denotes the conditional probability that an individual who 

belongs to the sth group will be at level (i, j, k, l, m, t) with respect to variables 
A, B, C, D, E and X. The conditional probability of ’X’ taking level ’t’ given the 
sth group of grouping variable ’G’ is denoted with πXjG

ts , which determines the 
LC proportion for the sth group. πAjXG

its is the conditional probability of an 
individual taking level ’i’ of variable A, for a given level ’t’ of the latent variable 
’X’ and a given group membership ’s’ of the grouping variable ’G.’ Similarly, 
the parameters πBjXG

jts ; πCjXG
kts ; πDjXG

lts and πEjXG
mts are defined accordingly.

It should be noted that Eq. (1) implies that indicator variables A, B, C, D, 
and E are independent of each other, given the value of the latent variable 
X. This is usually referred to as the assumption of local independence 
(Lazarsfeld & Henry, 1968). The latent class and conditional response prob-
abilities are constrained to a sum of 1 i.e., �iπ

XjG
ts ¼ 1 and �iπ

AjXG
its ¼ 1, and 

so on.
The model presented in Eq. (1) is heterogeneous model since all model 

parameters differ across groups (Clogg & Goodman, 1985). showed standard 
LC models as a special case of the more general multigroup LC model, eg. for 
S ¼ 1 in Eq. (1), we have 
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The probabilistic LC model presented in Eq. (1) can also be parameterized 
using log-linear terms (Goodman, 1974; Haberman, 1979; Hagenaars & 
McCutcheon, 2002). The conditional response probabilities from the prob-
abilistic parameterization can be obtained from log-linear terms as follows: 

where λA
i and λAX

it represent the parameters of the single-group standard LC 
model, while λAG

is and λAXG
its are the log-linear parameters. Parameters λAXG

its are 
the interaction effects of the latent variable with grouping variables on indi-
cator variables. In a similar manner, λAG

is refers to be a direct effect of the 
grouping variable ’G’ on the indicator variable ’A.’

The class membership probabilities πXjG
ts can be defined in terms of log- 

linear parameters; that is, 

where the symbol γ denotes a log-linear parameter of the marginal distribution 
of the latent variable X (Vermunt & Magidson, 2005).

The multigroup LC model by using a logistic regression-type of the equa-
tion for the item response probabilities, i.e., the model for indicator variable 
’A’ is 

where αAjG
is represents the group-specific intercepts and βAXjG

its the group- 
specific slope parameters. The slope parameter βAXjG

its indicates the strength 
of the relationships between the latent and indicator variable across the 
categories of grouping variables. It can be interpreted as a factor loading 
expressed in log-linear terms (Vermunt & Magidson, 2005). Note that there 
is a straightforward relation between the log-linear and the logistic formula-
tions of the multigroup LC model presented in Eq. (3) and (5) as 

and 
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In their unrestricted form, the three parameterizations of the multigroup 
LC model are essentially equivalent, estimating the same number of para-
meters and producing identical conditional probabilities. However, they allow 
for slightly different types of model restrictions which have important impli-
cations for the procedures to test measurement equivalence. First, in the 
probabilistic parameterization, equivalence is studied by restricting probabil-
ities to be group invariant, in the log-linear parameterization by eliminating 
interaction and direct effects, and in logistic formulation by restricting inter-
cepts and slopes to be invariant. Second, the latter two parameterizations are 
needed to formulate models in which indicator or latent variables are treated 
as discrete-ordinal.

LC models are usually estimated using maximum-likelihood (ML) under 
the assumption of a multinomial distribution for the indicator variables in the 
model. In this study, we have used the poLCA package of R software for 
estimating the LC models. Model selection is based on the Akaike information 
criterion (AIC), Bayesian information criterion (BIC), modified AIC (AIC3), 
and consistent AIC (CAIC), each of which is designed to penalize models with 
larger numbers of parameters. Since more parameters in a model increase its 
likelihood, the information criteria reduce that likelihood by a certain amount 
which is a function of the increased number of estimated parameters. They 
differ in the specific function with which they calculate the penalizing value for 
each additional parameter in a model.

Usually, the poLCA package is unable to quantify the effect of different groups 
of individuals on their conditional item response probabilities as well as on the 
membership probabilities. So, to compute the conditional item response prob-
abilities and membership probabilities given the different groups of individuals, 
we perform ordinary LCA for different groups of respondents separately. By 
using this technique we can not only evaluate different conditional probabilities 
given a particular group of respondents but also categorize that particular group 
of individuals according to the considered latent variable.

3. Empirical example

In this section, we present an example showing the use of the proposed 
technique of multigroup LCA for measuring academic dishonesty among the 
students of Universty of Jammu. This example involves a modified multigroup 
LCA as both latent and indicator variables are ordinal. In this example, we 
used data that we have collected from the students (undergraduates students, 
BEd students, masters students) of the University of Jammu and its affiliated 
colleges for studying the academic dishonesty of the students. We have used 
this particular example because there exists subgroups (males/females, 
sciences/professionals/humanities) in the data representing different popula-
tions and compare the differences across these groups within the latent class 
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model. We have broadly followed the National Sample Survey Office (NSSO) 
methodology to select our sample and calculated the sample size which comes 
out to be 1906. The method used for the calculation of the sample size of the 
study is provided in Appendix A. We have then employed a multistage 
stratified random sampling design for selecting the sample, where the first 
stage unit (FSU) comprises the University main campus, off campuses, and 
different affiliated colleges and the ultimate stage unit (USU) comprises 
different courses offered by these institutes. After that, proportional allocation 
is used for selecting a sufficient number of sample units from each USU. 
A detailed description of the sampling frame is provided in Appendix B.

We have used a descriptive design to study the cheating behavior of the 
students, so, a questionnaire is prepared with 26 closed-ended questions related 
to various factors leading to cheating, types of cheating, and some other related 
questions. The questionnaire was designed in such a way that it will cover all 
possible types of academic cheating (Shaughnessy, 1988; (Genereux & McLeod, 
1995)) in which students are involved knowingly or unknowingly along with all 
the factors that encourage those cheating practices. Due to the sensitive nature of 
study, the face to face paper and pencil survey was conducted and data was 
collected from the students by personally visiting their respective departments, 
colleges, or institute. Thus, we have collected data from 1906 students but due to 
unit non-response, 7 observations were eliminated, and the rest of 1899 were used 
for the analysis. The questionnaire is divided into the following 5 major sections.

Respondent’s Details: This section records the demographic characteristics 
of the students which include gender, age, religion, status, and stream.

General Questions: This section consists of general questions about cheat-
ing to have an idea about the general perception of students on academic 
cheating and to get an idea from the students about the main reason why 
students cheat during exams.

Situational Aspects: This section consists of questions related to the situa-
tional factors that can influence students to cheat during exams.

Personal Aspects: This section consists of questions about the personal 
factors that can influence students to cheat during exams.

Types Of Cheating: This section comprises questions about the types of 
cheating students are involved in. This section was prepared with the objective 
of making students aware of the types of academic cheating and to know about 
their cheating behavior.

Table 1 provides the frequency table of the demographic characteristics of 
the students which include gender (male, female), age (18–20, 20–22, 22–24, 
24 & above), religion (Hinduism, Islam, Sikhism, Christianity), status (under-
graduates, graduates, postgraduates) and stream (sciences,1 professional 

1Sciences here includes life sciences, mathematical sciences, social sciences, Physical sciences, library science, 
environmental science, home science, etc.
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courses,2 humanities3). The proportion of females in the sample is 0.60 and 
males is 0.40 whereas in the population it was 0.66 and 0.34. Also, the 
proportion of science students, professional courses students, and humanities 
students in the sample is 0.24, 0.25, and 0.51, respectively.

In this example, LCA with covariates is performed on the responses of those 
respondents who have accepted that they have cheated in their academic lives, 
to identify the latent classes irrespective of the respondent’s heterogeneity. The 
results of LCA with covarites Gender and Stream are shown in the first row of 
Table 3. It is clear from the values of AIC and BIC that the model with three 
latent classes is the best fit. We performed LCA with covariates to find the 
grouping variables that can affect the membership and conditional 

Table 1. Frequency table for demographic characteristics of the 
respondents.

Variables Categories Total
1 2 3 4

Gender 768 1131 - - 1899
Age 744 653 402 100 1899
Religion 1533 231 402 100 1899
Current Status 1158 122 619 1899
Stream 452 473 974 1899

Table 2. Detailed description of variables used in LCA.
S.No. Variables Descriptions

1 Latent Variable Cheating behaviour of the students
2 a1 Used any sort of prohibited material in the exam
3 a2 Deliberately looked at another student’s test sheet or made someone else to look

at your test sheets
4 a3 Passed answers to another person during a test or take answers from them
5 a4 Planned with another student how to cheat prior to exam
6 a5 Obtain a copy of an exam paper or test paper before exam
7 a6 Ever made attempt to obtain or accept assistance from any other person during

exam
8 a7 Lied to an instructor for conducting an exam or test again for not appearing in

exams or tests
9 a8 Copied another person’s assignment/research/thoughts through online/offline mode

and passed it off as your own
10 a9 Complete the work which is assigned to someone else or made any other person

complete the work assigned to you
11 a10 Illicitly obtain material or steal material needed to complete assignment
12 a11 Misrepresenting a family or personal situation (made excuses) to get an extension

in assignment
13 a12 Ever prevented other students from completing their work
14 a13 Ever forged (copy) a faculty/family/friend’s signature on permission form or

add/drop form
15 Gender Gender of the student
16 Stream Stream of the student

2Professional courses includes engineering, computer application, bio-technology, commerce, business administra-
tion, BEd, MEd, physical education, etc.

3Humanities here includes law, all language courses offered by univerty of Jammu, history, sociology, etc.
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probabilities of the latent variable. But we were not able to spot the difference 
across the groups of grouping variable with in LC models. So, we decided to 
perform multigroup LCA for different groups of respondents separately. The 
analysis follows the procedure outlined in Section 2, by first fitting different 
models and then choosing the optimum number of classes for the best-fitted 
model. We use the BIC statistic as the main model selection fit criterion but 
the AIC statistic also provides control mechanisms for the sample size of about 
2000 cases or less.

In this analysis, we have considered only 13 indicator variables that are 
related to different types of cheating for predicting the cheating behavior of the 
students. Two grouping variables are incorporated i.e., gender (Male\Female) 
and stream (Sciences\Professional\Humanities) with the manifest variables to 
ensure that the considered LC model is identifiable and it improves the fit of 
the model. Table 3 provides a detailed description of the variable used in the 

Table 3. Goodness of Fit Statistics of Models.
1GV Classes 2 LL value 3AIC 4BIC G2 χ2

LCA with covariates 2 −7417.268 14894.54 15040.95 - 15781.95
3 −7315.686 14725.37 14954.7 - 11435.73
4 −7371.238 14770.48 14982.76 - 12963.64

Gender Males 2 −3378.509 6749.876 6963.651 1898.674 11498.80
3 −3297.489 6676.977 6843.401 1875.258 11345.68
4 −3428.784 6790.786 6983.346 1910.854 11529.25

Females 2 −4085.987 8189.974 8299.681 2015.543 9797.652
3 −4011.229 8104.459 8280.716 1996.724 9748.828
4 −4120.295 8203.058 8315.542 2045.657 9826.801

Stream Sciences 2 −1698.471 3487.267 3609.783 1035.874 11172.30
3 −1681.041 3444.082 3587.128 992.9755 11105.83
4 −1723.963 3506.820 3645.543 1062.597 11201.02

Professional 2 −1217.602 2484.108 2592.840 880.624 12714.514
3 −1178.722 2439.443 2565.781 835.2384 12660.14
4 −1269.283 2509.362 2612.071 903.814 12740.634

Humanities 2 −3799.940 7638.481 7808.761 2077.829 8993.156
3 −3758.417 7598.834 7770.637 2019.148 8956.801
4 −3803.751 7670.393 7856.560 2109.107 9023.076

Gender-Stream Males-Sciences 2 −858.618 1769.076 1879.678 765.464 7650.403
3 −736.857 1555.714 1663.338 584.9922 7095.459
4 −883.536 1865.132 1937.263 801.145 7948.910

Males-Professional 2 −872.227 2048.310 1927.738 838.264 9434.671
3 −793.8941 1669.788 1779.756 627.9064 9110.694
4 −943.862 2169.033 2016.641 985.174 9740.843

Males-Humanities 2 −1597.490 3684.124 3378.681 1279.219 9583.715
3 −1467.805 3017.611 3150.739 1064.469 9235.73
4 −1949.491 3850.134 3645.768 1389.763 9759.168

Females-Sciences 2 −1004.274 1995.567 2113.653 674.598 29537.2
3 −900.8617 1883.723 2004.331 577.7109 28373.8
4 −1117.385 2103.421 2147.674 752.679 29759.28

Females-Professional 2 −617.872 1374.182 1352.438 582.786 9234.824
3 −549.0374 1180.075 1276.171 461.7203 8768.129
4 −638.743 1518.243 1498.761 603.045 9508.843

Females-Humanities 2 −2379.954 4768.810 4980.271 1502.029 9913.156
3 −2318.207 4718.413 4870.811 1439.194 9804.279
4 −2434.275 4867.139 5126.215 1589.183 9987.476

1, GV: Grouping variable, 2, LL: Log-likelihood value 3, AIC: Akaike information criterion, 4, BIC: Bayesian information 
criterion
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current study for performing LCA and Figure 1 provides the path model for 
the multigroup LCA.

Next, we perform the multigroup LCA to see the effects of different streams 
as well as of gender of the students on latent classes obtained earlier. Table 3 
provides the goodness of statistics of various models for different numbers of 
latent classes. The best fitted model in each case is selected based on the BIC 
value (Lin and Dayton, 1997). The model with the lowest BIC value is always 
preferred since it provides the best balance between the two factors namely, 
model fit and model parsimony. From Table 2, it is clear that the best fit is for 3 
latent classes in the LC model and multigroup LC models, as the correspond-
ing BIC, as well as AIC values, are minimum. In addition to it, maximum 
likelihood values, chi-square (χ2) values and likelihood ratio chi-square (G2) 
are also favorable for the models with 3 latent classes.

Since the optimum number of latent classes obtained in each model is 3 and 
we have considered only those responses who have accepted they have cheated 
in their academic lives, therefore, the underlying latent classes can be identi-
fied as “Occasional Cheaters” (latent class 1) which represents the students 
who are occasional cheaters and cheat rarely in tests, exams or assignments, 
“Persistent Cheaters” (latent class 2) which represents the group of students 
who are frequent cheaters and cheat commonly in their academic lives and 
“Instantaneous Cheaters” (latent class 3) represents the group of students who 
are instant cheaters and cheats in their academic lives whenever they get 
a chance to do so. The first two classes i.e., occasional cheaters & persistent 
cheaters come under the category of planned cheaters where students plan to 
cheat before appearing in exams or doing their work either sometimes or often 
and the last class i.e., instantaneous cheaters come under the category of 
unplanned cheaters where students beforehand don’t have any intention to 
cheat but when they got an opportunity they immediately go for cheating.

Table 4 provides the estimated membership probabilities in each of the 
considered cases. From Table 4 it is clear that around 0.47 of the total male 
students opt for cheating whenever they got a chance to do so whereas when it 
comes to the female students this proportion increases to 0.57. Also, 0.64 of the 

Figure 1. Path Model for Multigroup LCA.
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total students from the science stream are persistent cheaters whereas this 
proportion decreases to around 0.53 for students from humanities and around 
0.57 of the total students from professional courses are occasional cheaters. 
When we consider two categories simultaneously then we can observe that the 
Males in all the streams are persistent cheaters whereas females in all the 
streams are instantaneous cheaters.

In Figure 2, we have considered graphs of the estimated conditional item 
response probabilities (P½ai ¼ 1jX ¼ j� ¼ πAjXG

ij ; i ¼ 1; 2; . . . ; 13; j ¼ 1; 2; 3 for 
LCA with covariates, then for multigroup LCA, we have P½ai ¼ 1jX ¼ j; g ¼

G; S� ¼ πAjXG
ijg ; i ¼ 1; 2; . . . ; 13; j ¼ 1; 2; 3; G ¼ males; females; S ¼

sciences; professionals; humanities) of responding ’yes’ to each of the indicator 
variables for all models i.e., it provides the results for the students who actually 
admitted that they are involved in the different cheating activities. The table of 
estimated conditional item response probabilities is given in Appendix C.

Table 5 provides the estimated conditional item response probabilities in 
gender – stream (combined) LC models of responding “Yes” to the manifest 
items for each of the latent variables i.e., it provides the results for the students 
in combined categories who have accepted that they are involved in cheating.

From Table 5 it can be seen that about 78% of the males from sciences 
sometimes carry prohibited material in their exams whereas as this percentage 
increases to about 93% for males from professional courses and reduces to 
about 65%, and 62% for females from professional courses and humanities, 
respectively. Also, around 35% of females in sciences often carry prohibited 
material in their exams and almost all the males from humanities admit that 
they instantly decide to carry prohibited material in their exams.

Around 96% of males from humanities sometimes look at another person’s 
answer sheet or made another person look at their answers sheets. About 88%, 
87%, and 92% of males from sciences, females from Sciences and professional 
courses often looked at another person’s answer sheet or made someone else 
look at their answer sheets during their exams. And almost all the males from 

Table 4. Membership probabilities for different models.
Occasional cheaters Persistent cheaters Instantaneous cheaters

LCA with covariates 0.4181 0.0659 0.516
Males 0.4461 0.0866 0.4673
Females 0.3798 0.0533 0.57
Sciences 0.1891 0.6409 0.17
Professional 0.5681 0.2005 0.2314
Humanities 0.0598 0.5313 0.409
Males-Sciences 0.2106 0.6552 0.1342
Males-Professional 0.1408 0.456 0.4032
Males-Humanities 0.1202 0.7266 0.1532
Females-Sciences 0.4395 0.1007 0.4598
Females-Professional 0.2174 0.2116 0.5711
Females-Humanities 0.3343 0.2924 0.3733
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professional courses as well as females from humanities instantly decide to do 
the same.

Around 81% of males from sciences sometimes pass/receive answers to/ 
from another person in exams whereas this percentage reduces to about 80%, 
78% and 69% for males from professional courses, females from professional 
courses and humanities, respectively. About 79% of females from sciences 
frequently pass/receive answers to/from other person and around 86% of 
males from humanities at sudden decide to pass/receive answers to/from 
other persons in the exams whenever they have a chance to do so.

About 92% of males from sciences sometimes planned to cheat with another 
person before entering exam halls whereas this percentage increases to 98% for 
the males from humanities and reduces to about 64% & 67% for the females 
from professional courses & humanities. About 78% of females from sciences 
often plan to cheat in their exams with another student before their exams. 

Figure 2. Estimated conditional probabilities for each the considered model.
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Also, around 73% of males from professional courses suddenly plan to cheat 
after reading question papers right before starting their exams.

About 79% of males from professional courses seldomly obtain a copy of an 
exam paper before an exam whereas this percentage increases to almost 100% 
for the males from humanities and reduces to about 58% for the females from 
professional courses as well as humanities. Around 72% of females from 
sciences frequently obtain a copy of an exam paper before an exam and 
about 66% of males from sciences instantly accept a copy of an exam paper 
if they have a chance to do so.

Around 74% of males from sciences sometimes try to obtain or accept 
assistance from any staff or other person during exam whereas this percentage 
increases to almost 100% for males from humanities and reduces to around 
47% & 61% for females from professional courses and humanities, respec-
tively. Also, about 68% of females from sciences often try to obtain/accept 
assistance from any staff or any other person during exams and about 57% of 
males from professional courses at sudden accept assistance from any staff 
member or other person during exams whenever they got a chance to do so.

Around 49% of males from sciences had sometimes lied to their instructor 
for not appearing in exam/for conducting exam again whereas this percentage 
increases to around 96%, 83% and 58% for males from humanities, females 
from professional courses and humanities, respectively. Also, about 91% of 
females from sciences often lied to their instructor for not appearing in exams/ 
for conducting exams again, and about 66% of males from professional 
courses sometimes either planned to/at sudden lied to their instructor for 
not appearing in exam/for conducting exam again.

About 90% of males from sciences had sometimes copied a person’s work or 
thoughts and passed it on as their own whereas this percentage increases to 
almost 100% for the females from sciences. Also, almost all the females in 
professional courses often copy a person’s work or thoughts and passed it on 
as their own. Around 95% & 78% of males from professional courses & females 
from humanities suddenly decide to copy person’s work or thoughts and 
passed it on as their own during their deadlines and about 87% of males 
from humanities sometimes either plan to/suddenly decide to copy a person’s 
work or thoughts and passed it on as their own during their deadlines.

About 91% of males from sciences sometimes made any other person 
complete the work assigned to them/complete the work which is given to 
someone else whereas this percentage increases to almost 100% for the males 
from humanities and reduces to about 80% & 67% for the females from 
professional courses & humanities. Almost all the females from sciences 
more frequently either complete the work assigned to any other person/ 
made others complete the work given to them. Also, around 71% of males 
from professional courses suddenly made any other person complete the work 
assigned to them/complete the work which is given to someone else.
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About 68% of males from sciences admitted that sometimes they unethi-
cally obtain material to complete their work whereas this percentage increases 
to almost 96% & 71% for the males from humanities & females from profes-
sional courses and reduces to about 62% for the females from humanities. 
Almost 77% of females in sciences always tried to obtain material for their 
work through unethical ways. Also, around 56% of males from professional 
courses admitted that they didn’t plan but suddenly obtain material to com-
plete their work through illicit ways whenever they have to.

About 95% of males from sciences admitted that they occasionally make 
excuses to get an extension in their work whereas this percentage increases to 
almost 100% for the males from humanities & females from professional 
courses and reduces to about 64% for the females from humanities. Almost 
77% of females from sciences always misrepresent their personal/family situa-
tion to get an extension for their work. Also, around 53% of males from 
professional courses admitted that they don’t plan but instantly make excuses 
to get an extension for their work.

Around 52% of males from professional courses had seldom prevented 
other students from completing their work whereas this percentage increases 
to about 83%, 71% & 66% for the males from humanities, females from 
professional courses & females from humanities, respectively. Also, about 
68% of females in sciences often prevent other students from completing 
their work and around 49% of the males in sciences suddenly prevent others 
from completing their work whenever they have a chance to do so.

Around 59% of males from professional courses had rarely forged a faculty/ 
family/

Friend’s signatures on permission form or add/drop form whereas this 
percentage increases to about 72% & 91% for the males from humanities & 
females from professional courses, respectively and reduces to about 55% for 
females from humanities. Also, about 58% of females from sciences always 
copy another friend/family/faculty’s signatures and around 92% of the males 
from sciences instantly forged a faculty/family/friend’s signature whenever 
they have to.

4. Conclusion

This paper has considered the problem of heterogeneity across individuals in 
LC models which results in the dependency of latent class probabilities on the 
grouping variable and provides a method of performing multi-group LCA 
using the poLCA. The poLCA package is not able to describe the effect of 
different groups of respondents on the results of LCA, so, as a remedy for this 
problem, we have performed LCA on different groups of individuals sepa-
rately. By this technique, we can obtain the conditional probabilities and 
membership probabilities given different groups of individuals.
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From the results of LCA, it can be observed that there are three classes of the 
latent variable which have been identified as “occasional cheaters(42%),” 
“persistent cheaters (6%),” and “instantaneous cheaters(52%).” Also, from 
the multi-group LCA, it is found that among the self reported cheaters around 
47% of the males are instantaneous cheaters whereas this percentage increases 
to 57% for the females. It can also be observed that around 64% of the students 
from professional courses are instantaneous cheaters whereas this percentage 
reduces to 53% for the students from humanities and around 57% of the 
students from professional courses are occasional cheaters.

From multigroup LCA with gender-stream, it is observed that around 66% 
of males from sciences are persistent cheaters whereas this percentage reduces 
to around 46% for the males from professional courses and increases to about 
73% for the males from humanities. Also, around 46% of females in sciences 
are instantaneous cheaters whereas this percentage increases to about 57% for 
the females from professional courses and reduces to around 37% for the 
females from humanities.

Next, we have computed conditional item response probabilities for each 
multi-group LC model corresponding to each of the manifest variables and it 
is noted that the males from sciences and humanities are mostly occasional 
cheaters, and males from professional courses are either occasional or instan-
taneous cheaters depending upon the types of cheating. Also, females from 
sciences are persistent cheaters whereas females from professional and huma-
nities are mostly occasional cheaters.

We recommend the use of poLCA for analyzing the heterogeneity of 
individuals among the latent classes, which in this case is supported by the 
case of academic cheaters.
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Appendices

A Sample size calculation

The total population size in our study is 66,091. We have followed the same methodology of 
selecting sample as NSSO does in its survey, so, we selected sample with 95% confidence level, 
2.21% margin of error and 50% of population share, using: 

n ¼
z2�pð1� pÞ

e2

1þ z2�pð1� pÞ
e2N 

where, n = sample size, z = z-score, p = population proportion, e = margin of error, N = popula-
tion size.

B Detailed description of the sampling frame

For this study, we have formed stratum at district level. Within each district of Jammu division, 
nine main strata are formed (one for each district). However, within the Jammu district, 
different government degree colleges, government engineering college, private engineering 
colleges, private BEd colleges and private law colleges formed a separate basic main stratum 
and the remaining off campuses of University of Jammu i.e., Ramnagar campus and 
Bhaderwah campus and campus of University of Jammu, itself was considered as another 
basic stratum. Then, different sub-stratification are done for the courses offered in each of the 
selected campuses and colleges. Also, only three (3) different streams are considered as the 
courses offered by these institute. They were: Sciences, Professional courses and Humanities. 
Within each stream (course) offered by University of Jammu, its affiliated colleges and its 
different off campuses, the respective sample size was allocated to the different strata in 
proportion to the number of students enrolled in that stream.

The above discussed technique has employed on each of the district except for Jammu 
District. For Jammu District, 75% of the remaining sample, after selected from the other 
districts and off campuses, had selected from the campus of the University of Jammu, using 
proportional allocation. And the rest of sample had selected from the remaining colleges of 
Jammu district using proportional allocation. Finally, For the different districts (from each sub 
stratum) required number of sample were selected by simple random sampling without 
replacement (SRSWOR) procedure.
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C Estimated conditional item response probabilities of responding ‘Yes’ to the 
indicator items for each of the latent variables

LCA with covariates

Indicators Occasional cheaters Persistent cheaters Instantaneous cheaters

a1 0.5031 0.9208 0.0470
a2 0.6765 0.9530 0.8734
a3 0.6524 1.0000 0.4183
a4 0.5634 0.8724 0.2874
a5 0.3954 1.0000 0.0304
a6 0.4293 0.9870 0.1661
a7 0.4746 0.9751 0.1029
a8 0.6907 0.9871 0.7658
a9 0.6466 0.9797 0.5114
a10 0.5077 0.8925 0.1525
a11 0.5674 0.9468 0.1590
a12 0.5117 0.7281 0.1882
a13 0.5288 0.7153 0.3156

Males
Indicators Occasional cheaters Persistent cheaters Instantaneous cheaters
a1 0.5703 1.0000 0.0852
a2 0.6858 0.9604 0.8873
a3 0.6524 1.0000 0.4768
a4 0.5778 0.8979 0.2970
a5 0.4756 1.0000 0.0355
a6 0.4677 0.9736 0.1781
a7 0.4729 1.0000 0.1481
a8 0.7095 0.9809 0.7709
a9 0.6437 1.0000 0.5701
a10 0.5343 0.8874 0.1754
a11 0.5467 0.9296 0.2357
a12 0.5086 0.7043 0.1739
a13 0.5247 0.6961 0.2750

Females
Indicators Occasional cheaters Persistent cheaters Instantaneous cheaters
a1 0.4339 0.8287 0.0378
a2 0.6406 1.0000 0.8718
a3 0.6365 1.0000 0.3972
a4 0.5442 0.8602 0.2905
a5 0.3536 0.9628 0.0182
a6 0.3968 1.0000 0.1635
a7 0.4942 0.9264 0.0728
a8 0.6743 1.0000 0.7591
a9 0.6298 0.9362 0.4912
a10 0.4900 0.8771 0.1445
a11 0.5757 1.0000 0.1250
a12 0.5312 0.7674 0.1944
a13 0.5462 0.7280 0.3395

Sciences
Indicators Occasional cheaters Persistent cheaters Instantaneous cheaters
a1 0.0930 0.1033 0.5767
a2 0.6852 0.8605 0.8308
a3 0.2971 0.3740 0.7876
a4 0.2500 0.3349 0.8416
a5 0.2578 0.0616 0.6477
a6 0.1781 0.1563 0.6469
a7 0.1101 0.1963 0.6202
a8 0.0000 1.0000 0.8969
a9 0.8932 0.4188 0.9035
a10 0.2122 0.1523 0.7211
a11 0.3328 0.1513 0.8582

(Continued)
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LCA with covariates

Indicators Occasional cheaters Persistent cheaters Instantaneous cheaters

a12 0.2966 0.1803 0.5460
a13 0.5110 0.3359 0.6446

Professionals
Indicators Occasional cheaters Persistent cheaters Instantaneous cheaters
a1 0.2574 0.8196 0.0000
a2 0.7969 0.6979 0.9282
a3 0.6902 0.8400 0.3425
a4 0.4803 0.6931 0.0724
a5 0.1952 0.8098 0.0000
a6 0.2635 0.5616 0.2623
a7 0.2034 0.9584 0.0390
a8 0.7114 1.0000 0.9032
a9 0.7091 0.6834 0.2706
a10 0.3407 0.7766 0.0475
a11 0.4233 0.6554 0.0303
a12 0.2945 0.6357 0.0682
a13 0.4686 0.6884 0.0247

Humanities
Indicators Occasional cheaters Persistent cheaters Instantaneous cheaters
a1 0.9562 0.0649 0.5826
a2 1.0000 0.8688 0.6443
a3 1.0000 0.4633 0.6700
a4 0.9282 0.3259 0.5634
a5 0.9938 0.0219 0.4627
a6 1.0000 0.1792 0.5130
a7 0.9743 0.1088 0.5180
a8 0.9726 0.7121 0.7016
a9 1.0000 0.5474 0.6059
a10 1.0000 0.1840 0.5419
a11 1.0000 0.2142 0.5527
a12 0.7431 0.2209 0.5915
a13 0.7390 0.3499 0.4847
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Over the years, academic cheating continues to be an endemic issue that has al-
ways been a threat to academic honesty and social values. Academic dishonesty
among the students is a perplexing phenomenon, that exists in every stage of our
education system, especially in colleges and universities. College and university
administrators admit that academic dishonesty is an issue on campus but they of-
ten lack in preparing effective policies and procedures to monitor it and to deal
with it. In addition, indecisive perceptions regarding academic dishonesty has ad-
verse effects on paradoxical situation of education. The current study provides the
details about the causes that motivate the students to cheat and describes the dif-
ferent forms of cheating practices performed by the students. The purpose of this
study is to define the students of University of Jammu what is meant by academic
cheating, to determine the factors associated with cheating behaviour and to clas-
sify of the students according to their cheating behaviour. From the current study,
the main reasons due to which students go for cheating are not knowing/under-
standing the study material, performance pressure, inadequate exam preparations,
etc. Also, around 42%, 6% and 52% of the respondents are found to be occasional,
persistent and instantaneous cheaters, respectively. We suggest that students must
understand that cheating is wrong not only for the society but also for their own
knowledge because by indulging in cheating students prevent them from learning
what they are studying and hence, deteriorate the intellectual human resource of
the country.

Keywords:Academic cheating, Latent Class Analysis (LCA), AIC, BIC.
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1 Introduction

Academic dishonesty is an escalating phenomenon that is plaguing educational
institutions around the world. Infact, it has become an inescapable activity, es-
pecially, in colleges and universities, where grades earned, directly effect the
academic careers of students for many years to come. The rising pressure to get
the best grades in school, get into the best college, and land the best paying job
is a cycle that has made academic dishonesty increase exponentially. The sub-
ject of academic cheating has attracted the attention of not only academics but
also public communities. Recent studies have proven that the issues of academic
cheating among undergraduates have increased along the years. For example, 76
percent of the students confessed to having involved in academic cheating [16].

Rajendran defined cheating as an activity which is performed to complete a
work in an unethical way by a person when he does not know how to do that
work in a legal way ( [27]). However, this is not the only way of defining cheating;
different people have their different perception about cheating like [11] defined
cheating as changing one or more answers when correcting own examination
and/or not marking two or more in correct responses, [23] defined cheating as an
immoral activity in the academic environment, [28] defined cheating as an act of
using any means of unfair and unjust privileges that include: lying, concealing
the truth, deceive, deceit and violation of trust to achieve something. But aca-
demic cheating/academic dishonesty may be defined as the students’ behaviour
of contradicting the fundamental values of their academic lives [11]. Academic
cheating can be of various types, suggested by [11] and [19], such as copying from
another’s person, stealing examination papers and lecture notes, using prohib-
ited material like crib notes, deception, sabotaging, impersonation, forgery, pla-
giarism, fabrication, data manipulation, padding bibliographies, and many more.

Various theoretical perspectives have been applied for understanding cheat-
ing. [25] examined the applicability of several theories of divergence to cheat-
ing, including deterrence theory, rational choice theory, social bond theory, etc.
Thereafter, [4] proposed the integrated model of cheating, which shows that stu-
dents’ intentions to engage in disfunctional behaviours may be influenced by at-
titudes, subjective norms, perceived behavioural control and moral obligations.
Some studies focused on the relationship between motivation and cheating be-
havior, some focused more on the relationship between socio-demographic fac-
tors and cheating behavior (e.g., [15]). Others (e.g., [8]) have carried out studies
to determine what causes students to cheat. The existence of academic cheat-
ing has always been a major concern for various researchers. Many studies have
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been conducted in order to identify various types of academics cheating among
college students and this can be achieved by using anonymous questionnaire dis-
tributed or mailed to the students. The estimates of students that are involved
in academic cheating during their college lives, ranges from 49% for marketing
students [32] to 88% for premedical students [30]. Dishonesty in an academic
setting has been a consistent and paramount problem for many years at all edu-
cational levels [9], and it is a serious educational issue( [26]; [18]). Considerable
progress has thus, been made in identifying factors that influence cheating be-
haviour. [3] have found that age and self esteem are the two major factors that
are positively correlated with the cheating behaviour of students. [17] found that
higher socio-economic status along with stress, depression and family crisis are
the major factors that promote students to cheat in their academic lives.

Various guidelines for controlling cheating have also been proposed like [12],
[13] and [1] suggested that cheating can be controlled by making it as difficult
as possible for students to cheat, [14] suggested that the cheating can be avoided
by discussing the consequences of cheating with the students, etc. Despite these
findings and recommendations, the prevalence of cheating is on the rise ( [6];
[5]). [22] suggest that academic integrity should be strongly assumed as an in-
stitutional concern, instead of just students’ responsibility. Moreover, through
a collaboration approach and using workshops and open educational resources
settled to address paraphrasing, summarizing and quotation, [22] concluded that
“better collaboration and co-operation among faculty staff, learning advisors and
librarians is therefore essential” [22]. Still there are many questions that remain
to be answered concerning the nature, cause and type of academic cheating.

The purpose of current study is to define the students what is meant by aca-
demic cheating, to identify the factors/circumstances associated with cheating
behaviour of students and to classify of the students according to their cheat-
ing behaviour. The paper is structured as follows: The next section (i.e. section
2) explains the sample design in detail followed by data description in section
3. Section 4 explains the framework of LCA methodology along with the statis-
tical hypothesis and results of the analysis in the section 5. Finally, we discuss
conclusions of the study in Section 6.

2 Sample Design

Our target population comprised of all the undergraduates students enrolled in
3rd semester and above, BEd students, masters students of University of Jammu
and its affiliated Colleges. So, the total population size in our studywas 66091.We
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had followed the NSSO methodology to select the sample with 95% confidence
level, 2% margin of error and 50% of population share, using formulae:

𝑛 =
𝑧2×𝑝(1−𝑝)

𝑒2
1 + 𝑧2×𝑝(1−𝑝)

𝑒2𝑁
(60.1)

where, n= sample size, z= z score, p= population proportion, e=margin of error,
and N= size of population size.

Thus, a sample of 2317 had selected for the collection of data. And we had se-
lected sample based on the multi-stage stratified random sampling design. The
first stage units (FSU) comprises of the main campus, off campuses and differ-
ent colleges affiliated to the Jammu University. The ultimate stage units (USU)
comprises of different courses offered by these institutes. Then, we apply propor-
tional allocation for selecting sufficient number of sample units from each of the
USU. For the sampling frame, we had collected information from the department
of Statistical Planning and Research Unit of University of Jammu.

Stratum had formed at district level. Within each district of Jammu division,
nine basic strata were formed (one for each district). However, within the Jammu
district, different government degree colleges, government engineering college,
private engineering colleges, private BEd colleges and private law colleges formed
a separate basic stratum and the remaining off campuses of University of Jammu
i.e., Ramnagar campus and Bhaderwah campus and campus of University of
Jammu, itself was considered as another basic stratum.Different sub-stratification
were done for the courses offered by each of the selected campuses and colleges.
Seven (7) different streams were considered as the courses offered by these insti-
tute. They were: Science, Technology, Commerce, Arts, Management, Law and
BEd. Within each stream(course) offered by University of Jammu, its Affiliated
colleges and its different off campuses, the respective sample size was allocated
to the different strata in proportion to the number of students enrolled in that
stream.

The above discussed technique has employed on each of the district except for
Jammu District. For Jammu District, 75% of the remaining sample, after selected
from the other districts and off campuses, had selected from the campus of the
University of Jammu, using proportional allocation. And the rest of sample had
selected from the remaining colleges of Jammu district using proportional alloca-
tion. Finally, For the different districts (from each sub stratum) required number
of sample were selected by simple random sampling without replacement (SR-
SWOR) procedure.
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3 Data Description

A descriptive design is used to study cheating behaviour of the students. So, a
questionnaire, comprises of 46 closed ended questions related to factors leading
to students’ cheating, types of cheating and other related questions, was designed
to analyze the cheating behaviour of the students. The survey period of this study
was fromMarch to September 2019. The required information was collected from
a selected number of students by visiting their respective departments, colleges
or institutes, personally and by asking them to fill in an anonymous question-
naire based on different cheating behaviour. But due the disturbances in the state
during the survey period, it was not possible to collect the data from the highly
disturbed areas such as Doda, Kishtwar and Rajouri. So, the data was collected
from only 1906 students which was the relevant sample size for our study. The
whole questionnaire is divided into following 5 major sections.

Respondent’s Details : This section tracks the record of the demographic characteristics of the students which
includes gender, age, religion, status and stream.

General Questions : This section consist of general questions about cheating in order to get the general per-
ception of students on academics cheating and to get idea from the students about the main reason
why students cheat during the exams?

Situational Aspects : This section consist of questions about the situational factors that can influence the stu-
dents to cheat during the exams.

Personal Aspects : This section consist of the questions about the personal factors that can influence the stu-
dents to cheat during the exams.

Types Of Cheating : This section comprises of the questions about the types of cheating students are involved
in. This section was prepared with the objective of making students aware of the types of academics
cheating and to know about their own cheating behaviour.

4 Methodology

4.1 Latent Class Analysis

We have certain phenomenon that often cannot be directly observed or to ana-
lyze certain phenomenon not all variables can be measured directly. So, latent
variable modeling, in which the value of the latent variable (unknown variable)
cannot be directly measured, rather its value is deduced from observed (mani-
fest) variables, can be used in those cases. Latent variables may be defined as an
unobserved random variables which are hidden from us [31] and are unknown to
us in any particular study, whereas, manifest variables may defined as variables
which are the observable and are designed specially to measure the unknown
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latent variable. Indicator variables are the manifest variables which can measure
the unknown latent variable. The value of unknown latent variable can be es-
timated on the basis of the responses made by the individuals to the different
indicator variables. We also have a third variable, referred to as a grouping vari-
able such as gender (G), which is used to identify an individual’s membership
in two or more population subgroups. The grouping variable is based largely on
subjective criteria, by considering whether the assumptions are plausible for a it
or not.

Latent Class Analysis (LCA) is appropriate when the latent variable and all the
indicator variables are discrete in nature. It establishes a relationship between a
set of observed discrete variables (manifest variables) and a set of unknown dis-
crete variables (latent variables). LCA is a methodology that allows us to identify
hidden population subgroups/classes. A class of any latent variable is specified
by pattern of responses made to the different manifest variables by the respon-
dents, in terms of conditional probabilities. These probabilities show the possi-
bility that the latent variables can take any particular values. In this approach we
envisage a relationship between discrete indicator variables and discrete latent
variables across different number of groups. We have used poLCA [21] package
of R software for performing the Latent class analysis (LCA).

4.1.1 Latent Class Models

LCAmodels comprises of two types of probabilities which include the probability
indicating the likelihood of a response by respondents in each of the classes and
the probability representing the latent class size or the proportion of individuals
who are members of a particular latent class.

Following the notation used by [21], suppose we have 𝐽 polytomous categori-
cal manifest variables (the observed variable) each of which contain 𝐾𝑗 possible
outcomes, for individuals 𝑖 = 1, 2, 3, ..., 𝑁 . Let 𝑌𝑖𝑗𝑘 be the observed values of the 𝐽
manifest variables such that

{ 𝑌𝑖𝑗𝑘 = 1 : if 𝑖𝑡ℎ respondent give the 𝑘𝑡ℎ response to the 𝑗 𝑡ℎ variable
𝑌𝑖𝑗𝑘 = 0 : otherwise

}

where j=1,2,...,J and k=1,2,...,𝐾𝑗 .
The LC models approximates the observed joint distribution of the manifest

variables as theweighted sumof a finite number,𝑅, of constituent cross-classification
tables. Let 𝜋𝑗𝑟𝑘 denote the cross-conditional probability that an observation in
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class r=1,2,…,R produces the 𝑘𝑡ℎ outcome on the 𝑗 𝑡ℎ variable with ∑𝐾𝑗
𝑘=1 𝜋𝑗𝑟𝑘 = 1.

Let 𝑝𝑟 be the prior probabilities of latent class membership, as they represent
the unconditional probability that an individual will belong to each class before
taking into account the responses 𝑌𝑖𝑗𝑘 provided on the manifest variables. The
probability that an individual i in class 𝑟 produces a particular set of 𝐽 outcomes
on the manifest variables, assuming conditional independence of the outcomes
Y given class membership, is the product

𝑓 (𝑌𝑖; 𝜋𝑟 ) =
𝐽
∏
𝑗=1

𝐾𝑗
∏
𝑘=1

(𝜋𝑗𝑟𝑘)𝑌𝑖𝑗𝑘 , (60.2)

The probability density function across all classes is the weighted sum

𝑓 (𝑌𝑖|𝜋 , 𝑝) =
𝑅
∑
𝑟=1

𝑓 (𝑌𝑖; 𝜋𝑟 ) =
𝑅
∑
𝑟=1

𝑃𝑟
𝐽
∏
𝑗=1

𝐾𝑗
∏
𝑘=1

(𝑝𝑖𝑗𝑟𝑘)𝑌𝑖𝑗𝑘 , (60.3)

The parameters 𝑃𝑟 and 𝜋𝑗𝑟𝑘 are estimated by the latent class model.
Given estimates ̂𝑃𝑟 and �̂�𝑗𝑟𝑘 of 𝑃𝑟 and 𝜋𝑗𝑟𝑘 respectively, the posterior probability

that each individual belongs to each class, conditional on the observed values of
the manifest variables, are calculated by

̂𝑃 (𝑟𝑖|𝑌𝑖) =
̂𝑝𝑟𝑓 (𝑌𝑖; �̂�𝑟 )

∑𝑅
𝑞=1 ̂𝑝𝑞𝑓 (𝑌𝑖; �̂�𝑞)′

(60.4)

where 𝑟𝑖 ∈ (1, 2, …, 𝑅). It is important that the condition 𝑅∑𝑗 (𝐾𝑗−1)+(𝑅−1) ≤
𝑛 on the number of parameters should hold. Also, 𝑅∑𝑗 (𝐾𝑗−1)+(𝑅−1) ≤ (310−1)
i.e. one fewer than the total number of cells in the cross-classification table of the
manifest variables, as then the latent class model will be unidentified. Under the
assumptions of multinomial distribution, the log likelihood function can be given
as:

𝑙𝑛𝐿 =
𝑛
∑
𝑖=1

𝑙𝑛
𝑅
∑
𝑟=1

𝑝𝑟
𝐽
∏
𝑗=1

𝐾𝑗
∏
𝑘=1

(𝜋𝑗𝑟𝑘)𝑌𝑖𝑗𝑘 , (60.5)

LCA not only builds a classification model but it also explain a relation of
the class membership to explanatory variables by including covariates [33] in
the model. Grouping variables can be used in LC models in order to model the
unexplained heterogeneity in the data. In that case latent class membership prob-
abilities are predicted by covariates through a logistic link.
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4.1.2 Parameter Estimation and Model Selection

The unknown parameters of the LC models can be estimated by maximizing
(60.5) with respect to 𝑝𝑟 and 𝜋𝑗𝑟𝑘 ,using the expectation-maximization (EM) algo-
rithm ( [7], [24] and [21]). The EM algorithm, begin with arbitrary initial values
of ̂𝑝𝑟 and �̂�𝑗𝑟𝑘 , and denote them ̂𝑝0𝑟 and �̂�0𝑗𝑟𝑘 . The expectation step, calculate the
missing class membership probabilities using equation (60.4), substituting ̂𝑝0𝑟 and
�̂�0𝑗𝑟𝑘 in place of ̂𝑝𝑟 and �̂�𝑗𝑟𝑘 . The maximization step, update the estimates of the pa-

rameters by maximizing the log likelihood function given these posterior ̂𝑃 (𝑟𝑖|𝑌𝑖),
with

𝑝𝑛𝑒𝑤𝑟 = 1
𝑁

𝑁
∑
𝑖=1

𝑃(𝑟𝑖|𝑌𝑖) 𝑎𝑛𝑑 �̂�𝑛𝑒𝑤𝑗𝑟 = ∑𝑁
𝑖=1 𝑌𝑖𝑗𝑃(𝑟𝑖|𝑌𝑖)
∑𝑁

𝑖=1 𝑃(𝑟𝑖|𝑌𝑖)
(60.6)

as the new prior and class conditional outcome probabilities, respectively; �̂�𝑛𝑒𝑤𝑗𝑟
is the vector of length 𝐾𝑗 of class-r conditional outcome probabilities for the 𝑗 𝑡ℎ
manifest variable; and 𝑌𝑖𝑗 is the 𝑁 × 𝐾𝑗 matrix of observed outcome 𝑌𝑖𝑗𝑘 on that
variable. The algorithm repeats these steps several times until the overall log-
likelihood reaches a local maximum and further increments are less than some
arbitrarily small value.

Different LCA models have different number of latent classes. Usually, models
with more parameters (i.e, more latent classes) provide a better fit, and more par-
simonious models tend to have a somewhat poorer fit. So, there is always very
close agreement between goodness of fit and parsimony of the latent class mod-
els. We can test the goodness of fit of an estimated LCA models by the Pearson
Chi-square( 𝜒2 ) or the Likelihood Ration Chi-square( 𝐿2 ) . However, the like-
lihood ratio Chi-square test, although extensively used in statistical literature,
has a number of important limitations. These limitations can be controlled by
making use of several information criteria, such as the Akaike information cri-
terion (AIC) [2] and Bayesian information criterion (BIC) [29], each of which is
designed to penalize models with larger numbers of parameters. LC models with
different number of latent classes are compared and a model with lower AIC and
BIC is selected.

4.2 Statistical Hypothesis

The following null hypothesis were considered and tested, at the 5% level of sig-
nificance, in the current study :
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𝐻∘1 : Cheating is independent of gender.

𝐻∘2 : Cheating is independent of current Status of the student.

𝐻∘3 : Cheating is independent of stream of the student.

𝐻∘4 : Cheating is independent of students’ perception of academic cheating.

𝐻∘5 : Cheating is independent of students’ understanding of material.

𝐻∘6 : Cheating is independent of type of exam given by the teacher to the stu-
dents.

𝐻∘7 : Cheating is independent of performance pressure on the students.

𝐻∘8 : Cheating is independent of the students’ perception about humiliation due
to failure.

𝐻∘9 : Cheating is independent of the students’ confidence lacking.

𝐻∘10 : Cheating is independent of the students’ parental pressure.

𝐻∘11 : Cheating is independent of the students’ attitude towards grades.

𝐻∘12 : Cheating is independent of sitting plan of the students in the exam.

𝐻∘13 : Cheating is independent of punishment severity in the educational atmo-
sphere.

𝐻∘14 : Cheating is independent of students’ inadequate exam preparations.

𝐻∘15 : Cheating is independent of students’ ineffective time management skills.

𝐻∘16 : Cheating is independent of students’ habit of laziness.

𝐻∘17 : Cheating is independent of students’ perception about instructor vigilance.

𝐻∘18 : Cheating is negatively correlated to the students’ subject liking.

𝐻∘19 : Cheating is negatively correlated to the students’ interest in the subject.

𝐻∘20 : Cheating is negatively correlated to the students’ instructor liking.

𝐻∘21 : Cheating is independent of the student’s perception that cheating inevitable.

𝐻∘22 : Cheating is independent of the student’s perception of peer influence.
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5 Results

We had conducted a pilot survey on 9 departments of the University of Jammu, in
order to test the reliability and validity of our questionnaire, before conducting
the full survey. The Value of Cronbach Alpha coefficient in this case comes out
to be 0.735, which indicates a high reliability according to [10]. Cohen’s Kappa
index, in this case was 0.61, which shows that face validity holds for our ques-
tionnaire. We had also performed factor analysis utilizing principle component
analysis with varimax rotation method for testing construct validity and correla-
tion analysis for testing the criterion validity. Both the validities (criterion and
construct) holds in this study.

Our data set consists of 1906 observations, but out of that 7 were deleted due
to non response and a total of 1899 responses were considered for the further
analysis. These responses were, then tested for the identification of missing data
values. We had used multiple imputation method to deal with missing data val-
ues. With singular imputation methods, mean, median, or some other statistics
is used to impute the missing values. However, using single values carries with
it a level of uncertainty about which values to impute. Multiple imputation nar-
rows uncertainty about missing values by calculating several different options.
We had used SPSS software for performing multiple imputations on over dataset.
The imputed dataset is thus, used for the statistical analysis.

5.1 Testing of Hypothesis

Table 1 provides the summary of the hypothesis testing. From table 1 it is clear
that the cheating behaviour of the students is independent of the their current-
status, type of exam given by the teacher, perception about humiliation due to
failure, confidence lacking, parental pressure, attitude towards grades, punish-
ment severity in the educational atmosphere, ineffective time management skills,
habit of laziness and perception about instructor vigilance.

Also, Cheating behaviour of students depends on their gender and stream. It
also depends on their perception about academic cheating, understanding of ma-
terial, performance pressure, sitting plan in the exams, inadequate exam prepa-
rations, belief that cheating is inevitable and peer influence. Cheating behaviour
of the students is found to be positively correlated to the their subject liking or
disliking, interest in the subject and instructor liking.
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Table 1: Hypothesis test summary

S. No. Hypothesis 𝜒2 Significant value Decision
1 𝐻∘1 17.574 0.000 Reject the null hypothesis
2 𝐻∘2 5.504 0.138 Accept the null hypothesis
3 𝐻∘3 17.795 0.013 Reject the null hypothesis
4 𝐻∘4 8.309 0.004 Reject the null hypothesis
5 𝐻∘5 20.702 0.000 Reject the null hypothesis
6 𝐻∘6 6.919 0.140 Accept the null hypothesis
7 𝐻∘7 38.973 0.000 Reject the null hypothesis
8 𝐻∘8 1.735 0.188 Accept the null hypothesis
9 𝐻∘9 0.208 0.648 Accept the null hypothesis
10 𝐻∘10 2.023 0.155 Accept the null hypothesis
11 𝐻∘11 2.763 0.096 Accept the null hypothesis
12 𝐻∘12 9.199 0.002 Reject the null hypothesis
13 𝐻∘13 1.098 0.295 Accept the null hypothesis
14 𝐻∘14 15.933 0.000 Reject the null hypothesis
15 𝐻∘15 2.709 0.100 Accept the null hypothesis
16 𝐻∘16 0.314 0.575 Accept the null hypothesis
17 𝐻∘17 0.119 0.731 Accept the null hypothesis
18 𝐻∘18 6.906 0.009 Reject the null hypothesis
19 𝐻∘19 23.675 0.000 Reject the null hypothesis
20 𝐻∘20 14.010 0.000 Reject the null hypothesis
21 𝐻∘21 6.298 0.012 Reject the null hypothesis
22 𝐻∘22 11.629 0.001 Reject the null hypothesis

5.2 Latent Class Analysis

For the current study, the proportion of female in the sample is 0.60 and male is
0.40; whereas in population this proportion was 0.66 and 0.34. Also, the propor-
tion of the students belonging to science, Technology, Commerce, Arts, Manage-
ment, Law and other streams is 0.24, 0.08, 0.03, 0.45, 0.03, 0.05 and 0.12, respec-
tively.

5.2.1 Latent Class Models/ Path Models

The path model diagram is the graphical method of displaying the causal rela-
tionships among variables in a LCA. A detailed description of the variable used
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in the current study for performing LCA is in Appendix A. Given the relatively
large number of observed variables measuring the latent variable and the num-
ber of response categories per variable, the number of parameters is fairly high.
For this reason larger models were not considered. But out of those models, only
4 models provide the efficient results, consequently we proposed following 4
models for estimating the cheating behaviour of the students using LCA.

Figure 1: Model 0

Model 0 : Figure 1 is the path model for model 0. This model is the simple LC model without any grouping
variable, preserving the assumption of local independence. It will estimates the Cheating behaviour
(X) on the basis of the individuals’ response pattern to the different indicator variables.

Figure 2: Model 1

Model 1 : Figure 2 is the path model for model 1. This model represents the variation in the indicator variables
with the inclusion of grouping variable, gender (G) and estimates the Cheating behaviour on the basis
of the individuals’ response pattern to the different indicator variables through grouping variable.

Model 2 : Figure 3 is the path model for model 2. This model represents the variation in the indicator variables
with the inclusion of grouping variable, stream (S) and will test the influence of stream on the response
pattern of the individual to estimate the cheating behaviour.

Model 3 : Figure 4 is the path model for model 3. This model is a complex representation of the variation in
the indicator variables on the inclusion of two grouping variables i.e., gender (G) and stream (S). It
will estimate the cheating behaviour from the response patterns of the respondents to the different
indicator variables under the influence of the gender and stream of the respondents.
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Figure 3: Model 2

Figure 4: Model 3

5.2.2 Selection of best fitted model

Our data consist of 13 indicator variables whichwas used for predicting the cheat-
ing behaviour of the students. We had incorporated 2 grouping variables with
these variables in order to estimate the LC models. As a result, we had to select
one best model from the list of the proposed models, which provides the better fit
and optimum number of latent classes. Table 2 provides necessary model statis-
tics for different competing models, using poLCA package of R software. Best
fitted model is selected on the basis of BIC value [20]. The model with lowest
BIC value is always preferred since it provides the best balance between the two
factors namely, model fit and model parsimony. From table 2, it can be seen that
BIC value of model 3 is lowest i.e. 14954.7 . Also, it’s AIC and LL value (14725.37
and -7315.686, respectively) is also satisfactory. Hence, model 3 is used for further
analysis.
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Table 2: Model diagnostics

Model d.f.1 No. of LL2 value AIC3 BIC4

parameters
Model 0 931 41 -7344.114 14770.23 14970.28
Model 1 929 43 -7330.693 14747.38 14957.2
Model 2 929 43 -7330.405 14746.81 14956.62
Model 3 925 47 -7315.686 14725.37 14954.7

1𝑑.𝑓 . ∶ 𝐷𝑒𝑔𝑟𝑒𝑒𝑠 𝑜𝑓 𝑓 𝑟𝑒𝑒𝑑𝑜𝑚 𝑜𝑓 𝑒𝑟𝑟𝑜𝑟 𝑡𝑒𝑟𝑚
2𝐿𝐿 ∶ 𝐿𝑜𝑔 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑣𝑎𝑙𝑢𝑒
3𝐴𝐼𝐶 ∶ 𝐴𝑘𝑎𝑖𝑘𝑒 𝑖𝑛𝑓 𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑐𝑟 𝑖𝑡𝑒𝑟 𝑖𝑜𝑛
4𝐵𝐼𝐶 ∶ 𝐵𝑎𝑦𝑒𝑠𝑖𝑎𝑛 𝑖𝑛𝑓 𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑐𝑟 𝑖𝑡𝑒𝑟 𝑖𝑜𝑛

5.2.3 Selection of optimum number of classes
A latent class or class of any latent variable is specified by pattern of responses made to the different manifest
variables by the respondents, in terms of conditional probabilities. These probabilities show the possibility
that the latent variables can take any particular values depending on the responses of the respondents. It also
forms the underlying subgroups of respondents based on the observed attributes. In the present study, classes
specify the number of categories into which the responses about the personal cheating behaviour falls. In order
to identify optimum number of latent classes, we had performed LCA on the selected model 3 to optimize the
number of latent classes. This would help us to find a parsimonious model which provides better fit.

Table 3 provides the goodness of fit statistics of model 3 for different number of latent classes. From table
3 it is clear that the data-set was best fitted for Model 3 with 3 latent classes as the corresponding BIC as well
as AIC values of that model were lowest.

Therefore, the underlying latent classes can be identified as “Occasional Cheaters” (latent class 1) which
represents the group of students who are occasional cheaters and cheat rarely in their academic lives , “Per-
sistent Cheater” (latent class 2) which represents the students who are frequent cheaters and cheat commonly
in tests, exams or assignments and “Instantaneous Cheaters” (latent class 3) represents the group of students
who are instant cheaters and cheats in their academic lives whenever got chance to do so.

Table 4 provides the Estimated conditional item response probabilities for each of the indicator variables.
1𝑠𝑡 sub row of table 4 provides the results for the students who actually admitted that they are involved in the
cheating activities and 2𝑛𝑑 sub row provides the results for students who have denied for being involved in the
cheating.

Figure 5 provides the graphical representation of the class membership probabilities for estimation of the 3
class lc model. Each group of red bars represents the conditional probabilities of the indicator variables given
the latent variable.

6 Conclusion and Discussion
Based on the objectives, defined hypothesis and the analysis of collected data, following conclusions are drawn:

• The current study defines students (by means of questionnaire) exactly what is meant by academics
cheating and make them aware of different types of cheating in which they are involved knowingly
or unknowingly.

• Also, it is observed that the main reasons because of which student opt for cheating are not knowing
or understanding the study material as it is quite difficult and boring; performance pressure espe-
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Table 3: Goodness of fit statistics of model.

Number of classes (n) n=2 n=3 n=4
Estimated n-class 0.6489 0.4181 0.3632
population shares 0.3511 0.0659 0.3087

0.516 0.2686
0.0595

Predicted n-class 0.6605 0.3981 0.356
memberships 0.3395 0.0689 0.356

0.5329 0.2263
0.0617

No. of observations 972 972 972
No. of parameters 30 47 64

Residual degrees of freedom 942 925 908
Maximum log likelihood -7417.268 -7315.686 -7371.238

AIC 14894.54 14725.37 14770.48
BIC 15040.92 14954.7 14982.76
𝜒2 15781.95 11435.73 10963.64

Figure 5: Graphical representation of class membership probabilities

cially because of fear of humiliation due to failure ; inadequate exam preparations; ineffective time
management skills; Laziness; disliking of the subject/course and lack of interest in the topic.

• The latent classes, in present study, have been identified as ”occasional cheaters”, ”persistent cheaters”
and ”instantaneous cheaters”, consequently around 42%, 6% and 52% of our respondents are concluded
to be occasional, persistent and instantaneous cheaters, respectively.

Academic cheating is a ‘disorder’ that should be taken seriously to restrain the behaviour of academic
dishonesty. It can be challenging to overcome the behaviour of academic dishonesty but an ongoing effort must
be taken to lessen its occurrence. The institutions of higher learning should organize programs to promote
academic integrity and inculcating an ethical behaviour amongst tertiary students. Students should also be
made aware on the negative implications they will receive if they are found to be involved in the academic
cheating. Institutions of higher learning should also implement a clear and strict policy on the act of academic
dishonesty.
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Table 4: Estimated conditional item response probabilities

Indicator Categories Latent Latent Latent
variables of indicators class 1 class 2 class 3
[t]2*𝑎1 1 0.5031 0.9208 0.0470

2 0.4969 0.0792 0.9530
[t]2*𝑎2 1 0.6765 0.9530 0.8734

2 0.3235 0.0470 0.1266
[t]2*𝑎3 1 0.6524 1.0000 0.4183

2 0.3476 0.0000 0.5817
[t]2*𝑎4 1 0.5634 0.8724 0.2874

2 0.4366 0.1276 0.7126
[t]2*𝑎5 1 0.3954 1.0000 0.0304

2 0.6046 0.0000 0.9696
[t]2*𝑎6 1 0.4293 0.9870 0.1661

2 0.5707 0.0130 0.8339
[t]2*𝑎7 1 0.4746 0.9751 0.1029

2 0.5254 0.0249 0.8971
[t]2*𝑎8 1 0.6907 0.9871 0.7658

2 0.3093 0.0129 0.2342
[t]2*𝑎9 1 0.6466 0.9797 0.5114

2 0.3534 0.0203 0.4886
[t]2*𝑎10 1 0.5077 0.8925 0.1525

2 0.4923 0.1075 0.8475
[t]2*𝑎11 1 0.5674 0.9468 0.1590

2 0.4326 0.0532 0.8410
[t]2*𝑎12 1 0.5117 0.7281 0.1882

2 0.4883 0.2719 0.8118
[t]2*𝑎13 1 0.5288 0.7153 0.3156

2 0.4712 0.2847 0.6844
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7 Detailed description of variables used in LCA
S.No.VariablesDescriptions

S.No.VariablesDescriptions

1𝑋Cheating behaviour of the students

2𝑎1Used any sort of prohibited material in the exam

3𝑎2Deliberately looked at another student’s test sheet
or made someone else to look at your test sheets

4𝑎3Passed answers to another person during
a test or take answers from them

5𝑎4Planned with another student how to cheat prior to exam

6𝑎5Obtain a copy of an exam paper or test paper before exam

7𝑎6Ever made attempt to obtain or accept assistance
from any other person during exam

8𝑎7Lied to an instructor for conducting an exam or test
again/ for not appearing in exams or tests

9𝑎8Copied another person’s assignment/ research/ thoughts
through online/ offline mode and passed it off as your own

10𝑎9Complete the work which is assigned to someone else or made
any other person complete the work assigned to you

11𝑎10Illicitly obtain material or steal material needed to complete
assignment

12𝑎11Misrepresenting a family or personal situation
(made excuses) to get an extension in assignment

13𝑎12Ever prevented other students from from completing their work

14𝑎13Ever forged (copy) a faculty/ family/ friend’s signature on
permission form or add/ drop form

15𝐺Gender of the student

16𝑆Stream of the student
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